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Fine Particulate Formation During
Switchgrass/Coal Cofiring
Experiments to examine the effects of biomass/coal cofiring on fine particle formation
were performed in the Sandia Multi-Fuel Combustor using fuels of pure coal, three
combinations of switchgrass and coal, and pure switchgrass. For this work, fine particles
with aerodynamic diameter between 10 nm and 1 �m were examined. A constant solid-
fuel thermal input of 8 kW was maintained. The combustion products were cooled from
1200 to 420°C during passage through the 4.2 m long reactor to simulate the tempera-
tures experienced in the convection pass of a boiler. Fine particle number densities, mass
concentrations, and total integrated number and mass concentrations at the reactor exit
were determined using a scanning mobility particle sizer. The fine particle number con-
centrations for cofiring were much higher than those achieved with dedicated coal com-
bustion. However, the total integrated mass concentration of particles remained essen-
tially constant for all levels of cofiring from 0% coal to 100% coal. The constant mass
concentration is significant because pending environmental regulations are likely to be
based on particle mass rather than particle size. �DOI: 10.1115/1.1804540�

1 Introduction
Cofiring of plant-derived biomass fuels in existing pulverized

coal-fired power generation boilers has many advantages, includ-
ing potential reductions of net CO2 , SO2 , and NOx emissions
�1,2�. While the effect of cofiring on these gaseous pollutant emis-
sions has been widely studied �3–11�, its effect on fine particulate
emissions is not known. Here, fine particulates are defined as par-
ticles with aerodynamic diameters between 10 nm and 1 �m. This
size range is sometimes referred to as the ultrafine fraction �12�.
While recent studies have examined fine particle formation during
cofiring of municipal solid waste �MSW� with coal �13–15�, the
effect of cofiring herbaceous fuels such as switchgrass with coal
on fine particles has not been examined. Switchgrass is of interest
because it is one of the dedicated energy crops being tested in
several large scale demonstration projects �16–19�. The lack of
research on fine particle formation during cofiring is a concern
because of pending government fine particulate regulations �20–
22�. Specifically, fine particles are a concern because they are less
likely to be captured by electrostatic precipitators, cyclones, or
baghouses than their larger counterparts �23–26�.

To the authors’ knowledge, only one study has addressed the
effects of cofiring non-MSW biomass fuels on fine particulate
matter emitted from a pulverized coal furnace �27�. In this previ-
ous study, fine particles were sampled from the stack of a
160 MWe pulverized coal boiler cofired with 20% �thermal� straw.
The authors found a fine particle mass concentration of 20–100
mg/m3 �volume, m3, is referenced to normal conditions of 20°C
and 101 kPa�. This mass concentration was higher than that
achieved with dedicated coal combustion. Subsequent laboratory
studies hinted that the increase in fine particle loading resulted
from chlorination of vaporized alkali metals and/or sulfation reac-
tions involving vaporized alkali metal species such as alkali chlo-
rides and hydroxides and combustion-formed SO2 �28–31�. Aero-
sol nucleation, coagulation, and growth by condensation follow as
the alkali sulfate and chloride gases cool. The possibility of sul-
fation reactions is interesting because alkali metals �abundant in
biomass but relatively scarce in coal� may synergistically combine
with sulfur compounds �abundant in coal but scarce in biomass� to

form a class of fine particles not present in significant amounts
during coal or biomass combustion alone. Equilibrium calcula-
tions for typical combustion mixtures show that potassium sulfate
(K2SO4) forms in the gas phase between 1100 and 1200°C and
condenses below 1000°C, while condensed phase potassium chlo-
ride �KCl� forms below 800°C �7,32�. Sodium sulfate forms in the
gas phase between 1000 and 1200°C, forms condensed particles
below about 900°C, and solidifies below 400°C �28�. Other alkali
containing particulates include silicates and aluminosilicates �28�.

While the study mentioned earlier focused on straw/coal cofir-
ing, to the authors’ knowledge, fine particle formation during
switchgrass/coal cofiring has never been studied experimentally.
The purpose of this paper is to examine fine particle formation
during switchgrass/coal cofiring. Experiments are used to examine
the hypothesis that cofiring switchgrass with coal increases the
number concentration of fine particles formed during combustion.
While it is recognized that secondary fine particles can form from
gaseous oxides of sulfur and nitrogen after they exit a boiler and
enter the atmosphere �21,22�, the present work focuses on primary
fine particle formation within the combustion device only.

2 Experimental Methods

2.1 Reactor and Operating Conditions. Sandia’s Multi-
Fuel Combustor �MFC�, shown schematically in Fig. 1, was used
to simulate particle formation conditions in a boiler. The MFC is a
down fired, electrically heated tubular reactor that is 4.2 m long
and 15 cm in diameter. The interior of the MFC is made of silicon
carbide and has seven independently heated 0.6 m long sections.

Unless otherwise noted, all volumetric rates of flow in this pa-
per are referenced to standard conditions of 20°C and 101 kPa. A
gas burner located at the top of the MFC was operated using 13.2
L/s�0.47 L/s �28.0 ft3/min�1 ft3/min� of combustion air and 1.0
L/s�0.047 L/s �2.15 ft3/min�0.1 ft3/min� of natural gas. The gas
burner discharged a hot, vitiated air stream with about 9% O2 at a
temperature of about 1600°C into the MFC. Solid fuels were
pneumatically injected into the vitiated air at the top of the MFC
where the wall temperature was maintained at 1200°C. Combus-
tion occurred in the top two MFC sections. The products were
then cooled to 420°C using the average wall temperature profile
shown in Fig. 1 to simulate the convection pass of a boiler. This
temperature regime is of interest because it is where the synergis-
tic alkali sulfation reactions and fume condensation occur �32�.
Electric heaters in the top three sections maintained the wall tem-
peratures within 10°C of the set points. To achieve maximum

1Author to whom correspondence should be addressed.
Contributed by the Fuels and Combustion Division of THE AMERICAN SOCIETY
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cooling, the electric heaters in the bottom four sections were not
active. Over the course of the experiments, wall temperatures in
these bottom sections gradually increased by up to 100°C. The
average temperature of each section during experimentation is
shown in Fig. 1.

Delivery of cofired fuels in the MFC is achieved using two
solid material screw feeders discharging into a common air educ-
tor. The eductor �similar to an ejector pump� operates on the Ber-
noulli principle; a high-speed jet of transport air entrains the fuel
as well as some ambient air. The eductor is the component shown
schematically in the dashed box of Fig. 1. The ambient air entrain-
ment rate was found by using transport N2 in place of transport air
and subsequently measuring the O2 concentration downstream of
the eductor. The air eductor used 2.12 L/s�0.083 L/s �4.5
ft3/min�0.17 ft3/min� of transport air and entrained 0.212 L/s
�0.023 L/s �0.45 ft3/min�0.05 ft3/min� of air, depending on the
rates of solid fuel flow. The solid fuel feeders were calibrated
using a receptacle, a stop watch, and a weighing scale.

The fuels used were Pittsburgh coal and switchgrass. Pittsburgh
coal �sometimes called Pittsburgh number eight� is a high sulfur

bituminous coal with an as-received higher heating value of 29.9
MJ/kg �12 900 Btu/lbm�; the switchgrass used has an as-received
higher heating value of 16.3 MJ/kg �7000 Btu/lbm�. The higher
heating value of the laboratory natural gas is 52.8 MJ/kg. Solid
fuel ultimate, proximate, and ash analyses along with moisture are
shown in Table 1. The sizes of the particles formed, whether they
are condensable particles or the products of ash breakup, are ex-
pected to depend on the fuel size. The milled switchgrass was
sieved to 1 mm. The coal was pulverized to a commercial grind
�95% of mass in particles smaller than 150 �m diameter�, which
is typical of that used in boilers. In the commercial grind, �42%
by mass of particles have sizes smaller than 44 �m, �35% of
particles have diameters between 44 and 77 �m, �22% of par-
ticles have diameters between 74 and 149 �m, �1% have sizes
between 149 and 300 �m, and �0.2% have sizes between 300
and 600 �m.

To simulate the constant load of a power generator, the fuels
were fed into the MFC at a constant solid-fuel thermal input of 8
kW based on the higher heating values provided earlier. The com-
bined maximum heat release rate of the natural gas and solid fuels
was 48 kW for all experiments. The amount of coal was varied
between 0% thermal and 100% thermal in 25% intervals. The
rates of solid fuel flow and the rates of K, Na, S, Cl, Si, Al, Ti, Fe,
Ca, and Mg flow into the MFC are listed in Table 2. The total rate
of reactant flow through the reactor varied from 1176 g/min for
pure coal to 1190 g/min for pure switchgrass. Oxygen concentra-
tions in the exhaust are also shown in the table. The oxygen con-
centration in the exhaust is not generally constant for a given total
rate of heat release because the coal and switchgrass have differ-
ent moisture concentrations, different carbon/hydrogen ratios, and
different fuel-bound oxygen concentrations. The table demon-
strates that, as switchgrass is added to coal, the rates of alkali
metal, alkaline earth metal, and chlorine flow increase while the
rates of flow of sulfur and refractory metals decrease. The rate of
silicon input to the MFC remains essentially constant. These
trends have implications for fine particle formation.

Reynolds numbers were computed for each of the seven reactor
sections based on the MFC diameter �15 cm�, average velocity,
and gas properties evaluated at the local wall temperature. Rey-
nolds number increased from 2400 to 3800 as the products trav-
eled from inlet to exit, and resulting residence times were about 2
s. Combustion products were monitored with a continuous emis-
sions monitor �CEM� during the course of experimentation to en-
sure that the CO2 and O2 concentrations exiting the MFC main-
tained reasonable agreement with C and O atom balances based
on system inputs. Measured and predicted CO2 and O2 concentra-

Fig. 1 Schematic of Sandia MFC showing wall temperatures
used for the present experiments. The wall temperature gradi-
ent was selected to mimic the convection pass of a boiler. CEM
Äcontinuous emissions monitor.

Table 1 Fuel proximate, ultimate, ash, and heating value analyses, % dry basis, PC
ÄPittsburgh coal, SGÄswitchgrass. In ultimate analysis, oxygen is determined by difference.

Proximate Ultimate Ash

PC SG PC SG PC SG

Fixed Carbon 49 14 C 72 49 SiO2 41 63
Volatiles 40 82 H 5.0 4.6 Al2O3 21 0.98
Ash 11 4.6 O 6.8 41 TiO2 0.89 0.21

N 1.2 0.6 Fe2O3 29 1.3
Moisture 1.0 8.0 S 4.8 0.2 CaO 2.1 12

Cl 0.0 0.03 MgO 0.78 3.7
K2O 1.7 6.2
Na2O 0.40 0.84
SO3 2.3 1.6
P2O5 0.15 3.7

Higher heating value �MJ/kg, dry ash free�

Natural gas PC SG

52.8 33.8 18.6
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tions agreed within 10% and 20%, respectively. Approximate
measured dry volumetric concentrations of CO2 were 9%–10%,
while O2 concentrations were �6%.

2.2 Fine Particle Measurements. The sampling system
shown in Fig. 2 is designed to reduce the amount of particle
nucleation, the condensation of water and other species onto ex-
isting particles, and coagulation and agglomeration of existing
particles in the sample probe and line �33�. Primary dilution is
used to lower the concentrations of condensable species �34�. The
primary dilution N2 and the sampling system are maintained at or
near 100°C to keep condensable species in the vapor phase. Sec-
ondary dilution further reduces condensable concentrations and
reduces number concentrations to levels acceptable to the aerosol
measurement instrument. The estimated temperature, velocity, and
residence time in the sampling probe, shown in Fig. 3, are 450 K
�average of 693 K process gas, 373 K dilution gas, and 300 K
cooling jacket�, 7 ms, and 65 ms, respectively. The product H2O

concentration at the sampling point is estimated to be about 15%
by volume from mass balances. Primary dilution at 22:1 rapidly
lowers the H2O saturation ratio to a value below unity, assuring
minimal H2O condensation in the probe �35�. Condensation of
other species is possible; sulfuric acid and heavy organics have
vapor pressures of 1.3�10�3 Pa (10�5 Torr) and 1.3�10�10 Pa
(10�12 Torr), respectively, at 25°C �36�. Estimation of saturation
ratios for these compounds requires knowledge of their difficult-
to-estimate concentrations in the combustion products, so
it was not attempted. Representative coagulation rates can be es-
timated �35�: Assuming initial particle concentrations of
1010 particles/cm3, monodisperse coagulation of particles between
0.1 and 1 �m within the probe in Fig. 3 results in less than a 20%
increase in particle size and a 20%–40% decrease in number den-
sity within the probe �35�. Laminar flow was maintained and
bends were kept to a minimum to reduce wall particle losses.

A 1–2 L/min sample was pulled from the 420°C MFC exit

Fig. 2 Schematic of fine particle sampling system

Table 2 Rates of mass flow of solid fuels and key elements, PCÄPittsburgh coal, SG
Äswitchgrass

% coal �thermal�
100 75 50 25 0

PC �g/min� 16.0 12.0 8.00 4.00 0.00
SG �g/min� 0.00 7.40 14.7 22.1 29.5
Exhaust O2 �%v dry� 6.5�0.1 6.1�0.2 5.7�0.1 5.7�0.3 5.6�0.1
Ash �g/min� 1.7 1.6 1.5 1.4 1.3
PC ash �g/min� 1.70 1.3 0.87 0.44 0
SG ash �g/min� 0 0.31 0.62 0.94 1.3
K �mg/min� 24 34 44 54 64
Na �mg/min� 5.2 5.8 6.5 7.1 7.8
S �mg/min� 760 580 400 220 43
Cl �mg/min� 0 2 4 6 8
Si �mg/min� 334 342 350 359 367
Al �mg/min� 194 147 100 53.4 6.47
Ti �mg/min� 9.32 7.38 5.45 3.51 1.57
Fe �mg/min� 354 268 183 97.2 11.3
Ca �mg/min� 26.2 46.4 66.6 86.7 107
Mg �mg/min� 8.17 13.0 17.9 22.8 27.7
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plane into a water-cooled, 48 cm long, 0.95 cm inner diameter
porous metal dilution probe �A in Fig. 2 and details in Fig. 3�
supplied with a precisely controlled flow rate of clean, particle-
free dilution N2 . Isokinetic sampling conditions were maintained,
although they were not necessary for collection of the ultrafine,
low-Stokes-number particles examined here. Nitrogen heated to
about 100°C was added along the entire length of the probe to
reduce the vapor pressure of the condensables and to minimize
particle deposition on the probe walls. The primary dilution ratio
in the probe was 22:1. Upon exiting the probe, the sample entered
a 100°C cyclone for large particle removal.

A 0.02 L/min slip stream was removed and kept at 100°C as it
entered the sample section, where it was diluted a second time in
a porous metal element �B in Fig. 2� by clean, particle-free 65°C
N2 . The secondary dilution ratio was 50:1. The 1 L/min diluted
slip stream cooled to 25°C�5°C before entering a TSI Inc. scan-
ning mobility particle sizer �SMPS�.

The sample bypassing the SMPS was cleaned using a cyclone

and filters before being metered and exhausted. To achieve stable
dilution ratios, the rates of dilution N2 and exhaust flow were
maintained by critical flow orifices. These orifices were calibrated
as a function of P/�T , where P and T are gas pressure and tem-
perature, respectively, using an electronic bubble flow meter.

With primary and secondary dilution ratios of 22:1 and 50:1,
respectively, the overall dilution ratio in the sample of interest was
1200:1. Measured size distributions were corrected using this di-
lution ratio to obtain undiluted distributions.

Particle size distributions as a function of aerodynamic diam-
eter are measured using the SMPS. Aerodynamic diameter is de-
fined as the diameter of a unit density sphere with the same set-
tling velocity in air as the particle of interest. The SMPS consists
of two instruments, a TSI 3081 differential mobility analyzer
�DMA� and a TSI 3010-S condensation particle counter �CPC�.
The TSI Inc. aerosol instrument manager software continuously
varies the DMA rod voltage and translates the CPC counts into a
particle size distribution, taking into account a number of different
correction factors �counting efficiency, charge efficiency, impactor
type, etc�. More information on the correction factors can be
found elsewhere �37�.

For these tests, a DMA voltage rise time of 165 s was used for
three rates of air sheath flow, 2, 10, and 19 L/min. The voltage fall
time was constant at 15 s. The 2 L/min flow provided the largest
dynamic range, measuring particles between 90 nm and 1 �m.
The 10 L/min flow allowed measurement of particles from 10 to
300 nm, and the 19 L/min flow allowed measurement of particles
from 10 to 200 nm. Experiments with each flow rate were per-
formed four times to determine uncertainties. Average values are
reported with their respective uncertainties.

An experiment matrix of 15 trials, combining five coal thermal
amounts �100%, 75%, 50%, 25%, and 0%� and three sheath flow
rates �2, 10, and 19 L/min�, was performed. To reduce systematic
errors, the order of experiments was randomized. Type I uncer-
tainties �statistical, Ref. �38�� were evaluated at 90% confidence in
the mean using the Student’s t distribution. For the majority of
process values, type I uncertainty was low because of the large
number of measurements taken. Type II uncertainties �nonstatisti-
cal, Ref. �38�� were estimated as the manufacturers’ specifications
of accuracy for each instrument.

The number and mass distribution functions are reported as
dN/d log Dp and dM /d log Dp , where N and M are the volumetric
number concentration �#/cm3� and volumetric mass concentration
��g/cm3� of particles in a given size bin, respectively, Dp is the
particle aerodynamic diameter �nm�, and d log Dp is the constant
logarithmic width of each size bin. Sixty-four divisions per decade
of particle aerodynamic diameter are used for reporting the mea-
surements; hence, the width for normalization is d log Dp�1/64.
Mass distributions are obtained from measured number distribu-
tions assuming a constant density of 1.2 g/cm3. This density was
selected as a conservative estimate of the density of fine particles
formed by coal and/or biomass combustion. Typical biomass-
formed substances such as alkali chlorides and alkali sulfates have
densities between 2.0 and 2.7 g/cm3, while coal char/ash has a
density between 0.4 and 2.3 g/cm3 �39�. The measured number
distribution function and mass distribution functions are summed
over all values of particle size and multiplied by d log Dp to obtain
the total number density and mass concentrations, respectively.

3 Results
Figure 4 depicts the background number density distribution

measured for the vitiated air from the natural gas burner with no
solid fuels injected into the reactor. The number density of 10 nm
particles is 4.0�107 particles/cm3, and it decreases uniformly as
particle size increases. Particles larger than 20 nm occur with
diminishing concentrations below 104 particles/cm3. The particles
smaller than 20 nm possibly originate from MFC reactor wall
deposits or from condensation aerosol formation in the sampling
probe and/or sampling system.

Fig. 3 Dilution probe used for fine particle sampling. The pri-
mary dilution ratio in the probe is 22:1.
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Measured number density distributions for 100%, 75%, 50%,
25%, and 0% coal are shown in Fig. 5. The 75% coal, 50% coal,
and 25% coal conditions represent switchgrass/coal cofiring,
while the 0% coal condition represents dedicated switchgrass
combustion. Each curve is the average of 12 separate samples
�four samples at each sheath flow rate� with the exception of
100% coal—one sample from 100% coal was discarded because
of irregular fuel feeding. A few irregular feeding events are evi-
dent in Fig. 5; the large uncertainty intervals for the 50% coal trial
near 100 nm represent the presence of two fuel feed spikes. Inter-
estingly, for particles smaller than 13 nm, the distribution of coal-
combustion-formed particles is similar to that from natural gas
combustion �Fig. 4�. Within experimental uncertainty, the number
of particles per cubic centimeter is identical for coal and natural
gas between 10 and 13 nm. The background number density as-
sociated with natural gas is not subtracted from the curves in Fig.
5 because the effects of the different fuels �natural gas, coal, bio-
mass� are not generally expected to be linearly separable. For
sizes above 13 nm, the coal makes more particles. As Fig. 5 de-
picts, the 100% coal particles have a bimodal distribution with a
maximum of about 7.7�108 particles/cm3 near 10 nm, a mini-
mum of about 7.8�105 particles/cm3 near 40 nm, and a smaller

maximum of about 2.8�106 particles/cm3 near 200 nm. The
smaller sizes have relatively large uncertainties, which may result
from the variability of condensation aerosol formation within ei-
ther the sampling system or the MFC. The peak in particle size for
100% coal near 200 nm agrees with previous findings for coal
combustion: Fine particles from pulverized coal combustion con-
sist of a ‘‘condensable’’ mode and the beginning of the ‘‘residual’’
mode �24,40�. The condensable-mode particles originate from va-
porization and condensation of volatile metals, while the residual
mode particles originate from breakup of ash from the coal char.
These two modes can be seen in Fig. 5 for 100% coal: The peak
near 10 nm is the condensable mode, while the peak between 200
nm and 1 �m is the residual mode.

Another trend is apparent from Fig. 5. When switchgrass is
burned with coal in any proportion or alone, the particle size
distributions peak above 109 particles/cm3 between diameters of
20 and 40 nm. The peak shifts towards larger diameters as the
amount of biomass fuel increases. Hence, the peak number con-
centration for any of the biomass cases is two to three orders of
magnitude larger than the peak particle number concentration for
pure coal combustion. Addition of even a small amount of biom-
ass to coal dramatically increases the particle loading between 10
and 100 nm.

The particle distribution for 100% switchgrass combustion ex-
hibits only one maximum at about 40 nm in contrast to the two
local maxima for 100% coal. Residual-mode particles from the
switchgrass may not peak locally because the fuel has high
volatile/low ash content and the metals appear in forms that are
easily vaporized. The single mode of the biomass-generated fine
particles may be either a broad condensable mode or it may be a
combination of a condensable mode and a residual mode. The size
of the particles formed during biomass cofiring and during dedi-
cated biomass combustion suggests the presence of a high-
concentration fume of condensable aerosols formed as the biom-
ass combustion products cooled in the MFC.

For diameters greater than 150 nm, the particle number density
from burning coal exceeds the particle number density for burning
biomass with or without coal. Because the ash from each coal
particle should produce three to five ash particles regardless of the
coal particle’s size �41�, the number of residual particles formed
from coal is expected to correlate with the amount of coal ash or
coal added to the system. Figure 6 demonstrates that the number
density of particles measured between 200 nm and 1 �m increases
linearly as the rate of coal flow increases, which is consistent with
the assumption that the coal-derived particles between 200 nm
and 1 �m are residual-mode particles. In contrast, total number
densities in Fig. 7 do not correlate linearly with the rate of coal
mass flow �proportional to thermal percentage�. The number of

Fig. 4 Normalized number distribution for natural gas back-
ground

Fig. 5 Normalized number distribution for 0%, 25%, 50%, 75%,
and 100% coal cofired with switchgrass. Type I uncertainty in-
tervals are shown.

Fig. 6 Correlation of number density of particles between 200
nm and 1 �m with rate of coal addition to the reactor demon-
strating that the particles in this size range originate from ash
breakup
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condensable particles is expected to depend on coal mass and on
other variables such as temperature, local gas species, and metal
speciation. The lack of correlation of the data from Fig. 5 with
coal mass flow confirms that the measured particles between 10
nm and 1 �m contain a significant condensable-mode fraction.

Figure 7 shows the total measured number density of particles
between 10 nm and 1 �m for all five fuel combinations derived
from the distributions in Fig. 5. Addition of switchgrass in any
amount increases the total number density by two orders of mag-
nitude relative to coal. The increase in particle loading corre-
sponds to increasing concentrations of Cl, Na, K, Mg, and Ca in
the system. However, the particle loading does not increase lin-
early with the concentrations of these elements or with the rate of
flow of switchgrass. This suggests that the species participating in
the formation of the particles are present in excess for all of the
switchgrass flows examined here. The fact that the increase is not
linear with switchgrass amount may suggest that alkali sulfates
are forming when the coal and biomass are present together. How-
ever, the fact that the particle loading is high for 100% switch-
grass relative to cofiring hints that the fine particle formation ob-
served here can be attributed to biomass alone. Examples of
particles formed from the biomass combustion might be NaCl
and/or KCl. A synergistic effect between coal and biomass is thus
suggested but not proven.

Figure 8 shows a mass concentration distribution obtained com-
bining the number distributions in Fig. 5 with an assumed particle
density of 1.2 g/cm3. The Fig. 8 concentrations cannot be com-
pared in absolute value with the lower concentrations associated
with particulate matter regulations ��100 �g/m3� because regula-
tions are developed based on stack emissions downstream of
cleanup devices. While the absolute values on Fig. 8 must be
interpreted cautiously because of the assumed density, the trends
are revealing. The mass is concentrated primarily in particles
larger than 100 nm for coal. The biomass confiring and pure bio-
mass cases have local peaks between 30 and 50 nm. Interestingly,
all of the distributions in Fig. 8 peak with a positive slope at 1
�m, indicating that a large portion of fine particle mass exists
outside the measurable range of the SMPS.

Figure 9 shows integrated mass concentrations derived from the
distributions in Fig. 8. The mass concentration is about 105 �g/m3

for all fuel combinations. The concentration in Fig. 8 is analogous
to that found upstream of a particle capture device in a practical
combustion system. Figures 7 and 9 show that, although cofiring
increases the number density of particles between 10 nm and 1
�m by two to three orders of magnitude, there is no significant
change in the mass concentration. This finding is noteworthy be-
cause the gravimetrically determined mass concentrations of par-

ticles between 10 nm and 1 �m, a subset of those smaller than
2.5 �m that are likely to be regulated �20,21�, should not change
significantly when biomass is added to pulverized coal
combustion.

Future efforts in this area should involve size-selective chemi-
cal sampling, a difficult challenge for small particles at low con-
centrations �42�. Current efforts in the present laboratory have
focused on using thermal precipitation downstream of a differen-
tial mobility analyzer to deposit particles of known size onto sub-
strates for subsequent electron microscopy. Particles with a diam-
eter of 1 �m formed during 50% coal/50% biomass combustion
have been identified using electron dispersive spectrometry to
contain mostly sodium chloride. Some sulfur and potassium were
also detected. However, challenges remain in being able to collect
adequate particle concentrations to perform statistically significant
and quantitative analyses. More research is needed to resolve
these technical challenges.

4 Conclusions
Fine particle number densities from dedicated switchgrass com-

bustion and from switchgrass/coal cofiring were two orders of
magnitude higher than those from dedicated coal combustion in
laboratory entrained flow reactor experiments. Fine particles

Fig. 7 Total number densities for particles between 10 nm and
1 �m in diameter for 0%, 25%, 50%, 75%, and 100% coal cofired
with switchgrass

Fig. 8 Normalized mass distributions for 0%, 25%, 50%, 75%,
and 100% coal cofired with switchgrass. Particle density is as-
sumed to be 1.2 gÕcm3 density.

Fig. 9 Total mass concentrations between 10 nm and 1 �m in
diameter for 0%, 25%, 50%, 75%, and 100% coal cofired with
switchgrass
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formed during coal combustion exhibited a condensable mode and
a residual mode, in agreement with previous findings. Fine par-
ticles formed during switchgrass combustion exhibited only one
broad particle size mode that may be attributable to either con-
densable particles or a combination of condensable and residual
particles. Adding biomass to the coal significantly increased the
number and mass of particles smaller than 100 nm, a trend which
supports the existence of a strong condensable component in the
particles formed from biomass combustion. A synergistic sulfate
formation effect when coal and biomass are burned together is
suggested, but further research is needed to isolate the effect. Al-
though cofiring increases the total number density of ultrafine par-
ticulates by two orders of magnitude, it has no effect on the par-
ticle mass concentration. This is significant because regulations
are likely to be composed on a mass basis rather than a number
basis.

Acknowledgments
This paper is dedicated to the memory of Dr. Raymond Costello

of the U.S. Department of Energy BioPower Program, who sup-
ported the work. Contributions of Gian Sclippa, Gilbert Hofacker,
and Chris Shaddix are gratefully acknowledged. This paper was
originally presented at the 2002 International Mechanical Engi-
neering Congress and Exposition in New Orleans, Louisiana. San-
dia is a multiprogram laboratory operated by Sandia Corporation,
a Lockheed Martin Company, for the U.S. DOE under Contract
No. DE-AC04-94-AL85000.

References
�1� Tillman, D. A., 2000, ‘‘Cofiring Benefits for Coal and Biomass,’’ Biomass

Bioenergy, 19, pp. 363–364.
�2� Tillman, D. A., 2000, ‘‘Biomass Cofiring: The Technology; The Experience;

The Combustion Consequences,’’ Biomass Bioenergy, 19, pp. 365–384.
�3� Dayton, D. C., 2002, ‘‘A Summary of NOx Emissions Reduction From Biom-

ass Cofiring,’’ NREL/TP-510-32260, National Renewable Energy Laboratory,
Golden, CO.

�4� Dayton, D. C., Belle-Oudry, D., and Nordin, A., 1999, ‘‘Effect of Coal Min-
erals on Chlorine and Alkali Metals Released During Biomass/Coal Cofiring,’’
Energy Fuels, 13, pp. 1203–1211.

�5� Robinson, A. L., Junker, H., Buckley, S. G., Sclippa, G., and Baxter, L. L.,
‘‘Interactions Between Coal and Biomass When Cofiring,’’ 1998, Twenty-
Seventh Symposium (International) on Combustion, The Combustion Institute,
Pittsburgh, p. 1351.

�6� Spliethoff, H., and Hein, K. R. G., 1998, ‘‘Effect of Co-Combustion of Biom-
ass on Emissions in Pulverized Fuel Furnaces,’’ Fuel Process. Technol., 54, pp.
189–205.

�7� Hansen, P. F. B., Andersen, K. H., Wieck-Hansen, K., Overgaard, P., Rasmus-
sen, I., Frandsen, F. J., Hansen, L. A., and Dam-Johansen, K., 1998, ‘‘Co-
Firing Straw and Coal in a 150-MWe Utility Boiler: In Situ Measurements,’’
Fuel Process. Technol., 54, pp. 207–225.

�8� Pedersen, L. S., Morgan, D. J., Vandekamp, W. L., Christensen, J., Jespersen,
P., and Damjohansen, K., 1997, ‘‘Effects on SOx and NOx Emissions by Co-
Firing Straw and Pulverized Coal,’’ Energy Fuels, 11, pp. 439–446.

�9� Pedersen, L. S., Nielsen, H. P., Kiil, S., Hansen, L. A., Damjohanesn, K.,
Kildsig, F., Christensen, J., and Jespersen, P., 1996, ‘‘Full-Scale Co-Firing of
Straw and Coal,’’ Fuel, 75, pp. 1584–1590.

�10� Abbas, T., Costen, P. G., and Lockwood, F. C., 1996, ‘‘Solid Fuel Utilization:
From Coal to Biomass,’’ Twenty-Sixth Symposium (International) on Combus-
tion, The Combustion Institute, Pittsburgh, p. 3041.

�11� Vandekamp, W. L., and Morgan, D. J., 1996, ‘‘The Co-Firing of Pulverised
Bituminous Coals With Straw, Waste Paper and Municipal Sewage Sludge,’’
Combust. Sci. Technol., 121, pp. 317–332.

�12� Oberdorster, G., 2001, ‘‘Pulmonary Effects of Inhaled Ultrafine Particles,’’ Int.
Arch. Occup. Environ. Health, 74, pp. 1–8.

�13� Fernandez, A., Davis, S. B., Wendt, J. O. L., Cenni, R., Young, R. S., and
Witten, M. L., 2001, ‘‘Public Health: Particulate Emission From Biomass
Combustion,’’ Nature �London�, 409, pp. 998–998.

�14� Seames, W. S., Fernandez, A., and Wendt, J. O. L., 2002, ‘‘A Study of Fine
Particulate Emissions From Combustion of Treated Pulverized Municipal
Sewage Sludge,’’ Environ. Sci. Technol., 36, pp. 2772–2776.

�15� Fernandez, A., Wendt, J. O. L., Cenni, R., Young, R. S., and Witten, M. L.,
2002, ‘‘Resuspension of Coal and Coal/Municipal Sewage Sludge Combustion

Generated Fine Particles for Inhalation Health Effects Studies,’’ Sci. Total
Environ., 287, pp. 265–274.

�16� Amos, W., 2002, ‘‘Summary of Chariton Valley Switchgrass Co-Fire Testing at
the Ottumwa Generating Station in Chillicothe, Iowa,’’ NREL/TP-510-32424,
National Renewable Energy Laboratory, Golden, CO.

�17� Mclaughlin, S. B., Ugarte, Dgdl, Garten, C. T., Lynd, L. R., Sanderson, M. A.,
Tolbert, V. R., and Wolf, D. D., 2002, ‘‘High-Value Renewable Energy From
Prairie Grasses,’’ Environ. Sci. Technol., 36, pp. 2122–2129.

�18� Kzos, L. A., Downing, M. E., Wright, L. E., Cushman, J. H., McLaughlin, S.
B., Tolbert, V. R., Tuskan, G. A., and Walsh, M. E., 2000, ‘‘Bioenergy Feed-
stock Development Program Status Report,’’ ORNL/TM-2000/92, Oak Ridge
National Laboratory, Oak Ridge, TN.

�19� Boylan, D., Bush, V., and Bransby, D. I., 2000, ‘‘Switchgrass Cofiring: Pilot
Scale and Field Evaluation,’’ Biomass Bioenergy, 19, pp. 411–417.

�20� Sloss, L. L., and Smith, I. M., 2000, ‘‘PM10 and PM2.5: An International
Perspective,’’ Fuel Process. Technol., 65, pp. 127–141.

�21� Tucker, W. G., 2000, ‘‘An Overview of PM2.5 Sources and Control Strate-
gies,’’ Fuel Process. Technol., 65, pp. 379–392.

�22� Smith, I. M., and Sloss, L. L., 1998, ‘‘PM10/PM2.5—Emissions and Effects,’’
IEA CCC/08, International Energy Agency Coal Research, London, UK.

�23� Senior, C. L., Helble, J. J., and Sarofim, A. F., 2000, ‘‘Emissions of Mercury,
Trace Elements, and Fine Particles From Stationary Combustion Sources,’’
Fuel Process. Technol., 65, pp. 263–288.

�24� Lighty, J. S., Veranth, J. M., and Sarofim, A. F., 2000, ‘‘Combustion Aerosols:
Factors Governing Their Size and Composition and Implications to Human
Health,’’ J. Air Waste Manage. Assoc., 50, pp. 1565–1618.

�25� Ylatalo, S. I., and Hautanen, J., 1998, ‘‘Electrostatic Precipitator Penetration
Function for Pulverized Coal Combustion,’’ Aerosol Sci. Technol., 29, pp.
17–30.

�26� Linak, W. P., and Wendt, J. O. L., 1994, ‘‘Trace-Metal Transformation Mecha-
nisms During Coal Combustion,’’ Fuel Process. Technol., 39, pp. 173–198.

�27� Christensen, K. A., and Livbjerg, H., 1996, ‘‘A Field Study of Submicron
Particles From the Combustion of Straw,’’ Aerosol Sci. Technol., 25, pp. 185–
199.

�28� Wei, X. L., Lopez, C., Von Puttkamer, T., Schnell, U., Unterberger, S., and
Hein, K. R. G., 2002, ‘‘Assessment of Chlorine-Alkali-Mineral Interactions
During Co-Combustion of Coal and Straw,’’ Energy Fuels, 16, pp. 1095–1108.

�29� Christensen, K. A., and Livbjerg, H., 2000, ‘‘A Plug Flow Model for Chemical
Reactions and Aerosol Nucleation and Growth in an Alkali-Containing Flue
Gas,’’ Aerosol Sci. Technol., 33, pp. 470–489.

�30� Christensen, K. A., Stenholm, M., and Livbjerg, H., 1998, ‘‘The Formation of
Submicron Aerosol Particles, HCl and SO2 in Straw-Fired Boilers,’’ J. Aerosol
Sci., 29, pp. 421–444.

�31� Iisa, K., Lu, Y., and Salmenoja, K., 1999, ‘‘Sulfation of Potassium Chloride at
Combustion Conditions,’’ Energy Fuels, 13, pp. 1184–1190.

�32� Nielsen, H. P., Baxter, L. L., Sclippa, G., Morey, C., Frandsen, F. J., and
Damjohansen, K., 2000, ‘‘Deposition of Potassium Salts on Heat Transfer
Surfaces in Straw-Fired Boilers: A Pilot-Scale Study,’’ Fuel, 79, pp. 131–139.

�33� Sloss, L., 1998, ‘‘Sampling and Analysis of PM10/PM2.5,’’ IEA CC/09, Inter-
national Energy Agency Coal Research, London, UK.

�34� Biswas, P., 2001, ‘‘Measurement of High-Concentration and High-
Temperature Aerosols,’’ Aerosol Measurement: Principles, Techniques, and
Applications, 2nd ed., P. A. Baron and K. Willeke, eds., Wiley-Interscience,
New York, p. 903.

�35� Hinds, W. C., 2001, ‘‘Physical and Chemical Changes in the Particulate
Phase,’’ Aerosol Measurement: Principles, Techniques, and Applications, 2nd
ed., P. A. Baron and K. Willeke, eds., Wiley-Interscience, New York, p. 83.

�36� Tobias, H., Beving, D., Ziemann, P., Sakurai, H., Zuk, M., McMurry, P.,
Zarling, D., Waytulonis, R., and Kittelson, D., 2001, ‘‘Chemical Analysis of
Diesel Engine Nanoparticles Using a Nano-DMA/Thermal Desorption Particle
Beam Mass Spectrometer,’’ Environ. Sci. Technol., 35, pp. 2233–2243.

�37� Anon., 2000, ‘‘Model 3080 Electrostatic Precipitator Manual,’’ TSI, Inc., St.
Paul, MN.

�38� Anon., 1997, ‘‘American National Standard for Expressing Uncertainty—U.S.
Guide to the Expression of Uncertainty in Measurements,’’ ANSI/NCSL Z540-
2-1997, American National Standards Institute, National Conference of Stan-
dards Laboratories, Boulder, CO.

�39� Mitchell, R. E., Hurt, R. H., Baxter, L. L., and Hardesty, D. R., 1992, ‘‘Com-
pilation of Sandia Coal Char Combustion Data and Kinetic Analyses,’’
SAND92-8202, Sandia National Laboratories, Livermore, CA.

�40� Quann, R. J., and Sarofim, A. F., 1982, ‘‘Vaporization of Refractory Oxides
During Pulverized Coal Combustion,’’ Nineteenth Symposium (International)
on Combustion, The Combustion Institute, Pittsburgh, PA, p. 1429.

�41� Sarofim, A., Howard, J., and Padia, A., 1977, ‘‘Physical Transformation of
Mineral Matter in Pulverized Coal Under Simulated Combustion Conditions,’’
Combust. Sci. Technol., 16, pp. 187–204.

�42� Geller, M. D., Kim, S., Misra, C., Sioutas, C., Olson, B. A., and Marple, V. A.,
2002, ‘‘A Methodology for Measuring Size-Dependent Chemical Composition
of Ultrafine Particles,’’ Aerosol Sci. Technol., 36, pp. 748–762.

Journal of Engineering for Gas Turbines and Power JULY 2005, Vol. 127 Õ 463

Downloaded 02 Jun 2010 to 171.66.16.98. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



T. Shimada
Keihin Works,

NKK Corporation,
1-1 Minamiwatarida-cho,

Kawasaki-ku, Kawasaki 210-0855,
Japan

T. Akiyama

S. Fukushima

NKK Corporation,
1-1-2 Marunochi,

Chiyoda-ku,
Tokyo 100-8202, Japan

K. Mitsui
Photron Limited,

1-9-8 Shibuya,
Shibuya-ku,

Tokyo 150-0002, Japan

M. Jinno
Department of Applied Chemistry,

Graduate School of Engineering,
Nagoya University,

Nagoya 464-8603, Japan

K. Kitagawa

N. Arai

Research Center for Advanced Energy
Conversion,

Nagoya University,
Furo-cho, Chikusa-ku,

Nagoya 464-8603, Japan

Ashwani K. Gupta
Department of Mechanical Engineering,

University of Maryland,
College Park, MD 20742

e-mail: akgupta@eng.umd.edu

Time-Resolved Temperature
Profiling of Flames With Highly
Preheated/Low Oxygen
Concentration Air in an Industrial
Size Furnace
A high-speed video camera was combined with a newly developed optical system to
measure time resolved two-dimensional (2D) temperature distribution in flames. This
diagnostics has been applied to measure the temperature distribution in an industrial size
regenerative test furnace facility using highly preheated combustion air and heavy fuel
oil. The 2D distributions of continuum emission from soot particles in these flames have
been simultaneously measured at two discrete wave bands at 125 frames/sec. This al-
lowed us to determine the temperature from each image on the basis of two-color 2D
thermometry, in which the ratio of the 2D emission intensity distribution at various
spatial position in the flame was converted into the respective 2D temperature distribu-
tion with much higher spatial resolution as compared to that obtainable with thermo-
couples. This diagnostic method was applied to both premixed and diffusion flames with
highly preheated low oxygen concentration combustion air using heavy fuel oil. The
results show that higher temperature regions exist continuously in the premixed flame as
compared to the diffusion flame. This provided clear indication of higher NO emission
from the premixed flame as compared to diffusion flames during the combustion of heavy
fuel oil under high-temperature air combustion conditions. This observation is contrary
to that obtained with normal temperature combustion air wherein diffusion flames result
in higher NOx emission levels. �DOI: 10.1115/1.1914801�

1 Introduction

Energy consumption in the industrial sector represents one of
the major usages of energy. In the steel processing industrial sec-
tor the energy consumption required is very high and can be clas-
sified among the top energy consumers. Therefore, savings of en-
ergy in steel processing as well as other industrial furnaces is
among the most important issues for energy conservation. The
improvement of thermal efficiency of furnaces and power plants
provide direct impact on decreased consumption of fossil fuel

energy, which subsequently reduces emission of carbon dioxide to
the atmosphere that is known to cause the greenhouse effect.

In an effort to increase the thermal efficiency with low emission
of NOx and noise, a new combustion technique, called high-
temperature air combustion �also called HiTAC� has been studied
�1–5�. This project has been supported by the New Energy Tech-
nology Development Organization �NEDO� of Japan under the
national “High Performance Industrial Furnace Development
Project.” One of the authors of this paper �A.K.G.� was the inter-
national consultant to NEDO on this national project to provide
his vision and leadership for successful project accomplishments
with good collaborations between academia and industry. Field
tests carried out using this project have successfully demonstrated
fuel energy saving of about 30%, emissions reduction of about
25%, downsizing of the equipment by about 25% by this new and
innovative method of combustion. In some cases significantly
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more energy savings have been achieved �1�. Furthermore, the
flammability limits are significantly improved with near isother-
mal combustion zone and significantly high heat flux from
the combustion zone using high-temperature air combustion
technology �1–5�.

The combustion of fuels with highly preheated normal combus-
tion air, using a regenerator in the form of a heat accumulator
from the exhaust gases, increases the NOx emission levels. In
order to overcome this problem, the combustion air having very
low oxygen concentration �few percent of oxygen in the combus-
tion air� is used. Therefore, under high-temperature air combus-
tion conditions, combustion occurs at very low oxygen concentra-
tion in the combustion air. In addition, the fuel jet velocity
injected into the combustion air is very high. Under such condi-
tions the NOx emissions are very low as compared to normal
combustion air despite very high temperature of the combustion
air. The results obtained here have shown that NOx emission is
significantly different under the premixed and diffusion flame
combustion conditions.

In our previous study �6–9�, basic combustion characteristics
were examined on an industrial size test furnace of high thermal
efficiency using highly preheated and low oxygen concentration
combustion air. Spectroscopically resolved profiles were obtained
from the spontaneous emission of soot particles and from the radi-
cal species, such as OH, CH, C2, and NO in luminous and non-
luminous flames using a charge-coupled device �CCD� camera
fitted with appropriate optical band-pass filters. Temperature pro-
files have also been obtained for premixed and diffusion flames
formed with highly preheated and low oxygen concentration com-
bustion air using two-color optical pyrometry method of gray
body emission for the C2 Swan band. The results revealed signifi-
cant differences in the spatial distribution of radical species and
temperatures. Localized zones of high temperature were found in
the premixed flames that also resulted in higher levels of NOx
emission.

Our previous studies reported time-averaged �of the order of ten
seconds� profiles. However, it is often very important to examine
the temporal change in local temperature or its spatially resolved
temperature distribution in flames. Thermal NOx depends on in-
stantaneous occurrence of high-temperature regions. In this study,
a method to determine time-resolved profiles of flame temperature
or soot surface temperature has been developed on the basis of
narrow band two-color optical thermometry. The optical arrange-
ment incorporates two narrow band-pass interference filters fitted

to a high-speed metal oxide semiconductor �MOS� video camera.
This provided observation of the two monochromatic flame im-
ages at two discrete wavelengths. The focus here is on the ob-
served differences in time-resolved profiles of premixed and dif-
fusion flames using heavy oil with special emphasis on the role of
thermal field on NOx emission.

2 Experiment

Test Furnace for Regenerative Combustion of Heavy oil.
Figure 1 shows a schematic diagram of the industrial size regen-
erative test furnace facility. The figure also provides details on the
observation windows A and B located on the B-side burner of the
furnace. The furnace chamber was 8 m long, 2 m wide, and 2 m
high and was installed with two regenerative burners �A and B�
located on 2�2-m side walls of the furnace. The burner fired
along the longitudinal direction �8-m-long section� of the furnace.
High-temperature combustion air at low oxygen concentration
was obtained using regenerative burners and this air was used for
the combustion of heavy fuel oil. This furnace system was basi-
cally the same as that used in our previous study �4–6�, except for
the fuel injector fitted with an atomizer for the combustion of
heavy fuel oil. Eight water-cooled pipes were located in the fur-
nace floor at 1-m intervals that simulate the thermal load. These
pipes therefore provided a measure of the heat output load and
longitudinal distribution of heat flux in the furnace. As indicated
in Fig. 1, an array of 0.5-mm wire diameter R-type thermocouples
were suspended from the furnace ceiling to form a grid of 1-m
size interval in the longitudinal direction, 0.75-m size in the hori-
zontal direction, and 0.5-m size in the vertical direction of the
furnace. Thus, the furnace had a total of 52 thermocouples as
indicated in Fig. 1. The junction points of 22 thermocouples were
located in the horizontal plane of the burner axis. These thermo-
couples provided information on the distribution of temperature
on the flame axis in the furnace.

The pair of the regenerative burners were switched every 30 sec
so that the flame was formed alternately between the two burners.
The exhaust gases were passed through the honeycomb regenera-
tor of aluminum/cordierite, which accumulated most of the ex-
haust heat prior to its discharge to the atmosphere. The oxygen
concentration in the air could be reduced down to 2% by mixing
the fresh air with the exhaust gases. During the following com-
bustion period, the combustion air is preheated up to a maximum
of 1550 K with the passage of air through the heated regenerator.

Fig. 1 A schematic diagram of the industrial size test furnace
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With this air preheat temperature the highest attainable furnace
temperature was 1623 K �measured 70 mm below the furnace
ceiling at the furnace center�. This thermocouple reading is re-
ferred to here as the average �characteristic� furnace temperature.
This is reasonable as the temperature measured in the mid center
region of the furnace with the two burners firing from the two
opposite walls is a good indication of the characteristic mean ther-
mal conditions in the furnace. It is recognized that the actual
temperature at other spatial locations in the furnace may be con-
siderably different than this mean value of the temperature.

Premixed and diffusion combustion conditions have been ex-
amined in order to determine the differences in the spatial distri-
bution of flame temperature and NOx emission. For the premixed
combustion, the heavy fuel oil is mixed with the highly preheated
combustion air in the central injector pipe located on the flame
axis. However, for the diffusion combustion condition, the fuel is

injected from the two nozzles located on the two opposite sides of
the air injection nozzle so as to provide wider separation between
fuel and air entering the furnace, see Fig. 1.

The test furnace is installed with four quartz windows �labeled
as A, B, C, and D in the figure� in order to provide spectroscopic
observation of the flame. In order to prevent the optical system
from overheating by radiation from the flame, the windows have
an iron screen coated with alumina/silica wool. The windows are
normally closed with the above screens except for the relatively
short measurement time.

Heavy Fuel oil and Operating Condition. The heavy fuel oil
used is classified as the lighter one among heavy oils having an
elemental composition �by wt. %� of 86.67 C, 13.19 H, 0.08 S,
0.01 N, and 0.05 water. The operating conditions of the test fur-
nace for the premixed and diffusion combustion were as follows:
flow rates of the heavy fuel oil and fresh air were 70.9 kg/h and
880 Nm3/h, respectively. The other operating conditions were:
thermal input load =920 kW, air preheats temperature =1383 K,
equivalence ratio =0.842, oxygen concentration in air =3.5%,
Reynolds number of air at the injection nozzle =51,000, and the
resulting representative furnace temperature =1535 K �measured
by the thermocouple located at center of the furnace�.

NOx Concentration. The NOx concentration was measured
with a chemiluminescence NOx meter �Shimadzu NOA7000� by
continuously sampling the exhaust gas from the ventilation duct
located at mid point of the furnace �see Fig. 1�.

Spectroscopic Two-dimensional Measurements. Figure 2

Fig. 3 Details of the optical system for separating the two
wavelength images

Fig. 4 Two wavelength images of background emission from
furnace wall through window B

Fig. 2 A schematic diagram of the two wavelength high-speed video camera
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shows a schematic diagram of the measurement system developed
for measuring time-resolved temperature profiles of flames. The
system consists of synthetic quartz focusing lens �50 mm in diam-
eter, f =80 mm�, an optical system to separate the flame image
into two images of different wavelengths, and a high-speed MOS
video camera having 250�250 pixels that allowed a maximum
sampling rate of 4500 frame/sec �Photron Ltd., Model FASTCAM
Ultima 40K�. The former two components are mounted on an
optical bench and enclosed with a cover since the test furnace
conditions were harsh and dirty. In a preliminary experiment, we
tried to attach an intensifier to this camera to obtain enhanced
sensitivity and higher temporal resolution. However, this was very
difficult under harsh furnace conditions having strong radiation
and electronic noise.

The flame image was focused on the detector with a magnifi-
cation ratio of 1:18 �i.e., reduced size of image� by the lens. The
high-speed MOS camera views the focused image through the
chosen narrow band optical filter system. As shown in Fig. 2, the
focused image enters the 50/50 beam splitter after which one
beam passes through a 490.0±28.0-nm optical band-pass filter
while the other passes through a 530.88±8.77-nm optical filter.
The resulting monochromatic images are combined again into a
single beam image using the half mirror after light is reflected
from the plane mirrors. If the two images are superimposed com-

pletely, the high-speed MOS camera cannot discriminate them
�see top sketch in Fig. 3�. Tilting the plane mirrors counterclock-
wise, as shown in the bottom schematic of Fig. 3, allows one to
separate the two images. Thus, the high-speed MOS video camera
simultaneously monitors the two monochromatic images of the

Fig. 5 Two wavelength images and temperature profile

Fig. 6 Time-resolved temperature profiles of premixed flame through window A
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target flame in its field of view. It is also possible to use two
separate high-speed CCD cameras fitted with a band-pass filter
and this system will be better in terms of smaller loss of optical
energy, albeit at a higher cost. However, a serious problem would
be the difficulty to synchronize and follow up on the pixel-to-pixel
discrepancy between the cameras.

A total of 8000 flame images were taken and stored in the
memory bank 20 sec after the B burner was switched on. Data
from 100 frames were post-processed. Similarly, out-of-focus im-
ages for the background were measured from the furnace wall, on
the other side of the optical system, 20 sec after the B burner was
switched off �i.e., after the flame was extinguished from the B
burner during the alternate firing of the burners�. This provided
the background emission intensity from the furnace wall with the
same optical system but with the flame turned off. The framing
rate of the high-speed camera was set at 125 frames/sec with a
gate period of 8 msec. As described above, if the measurement
environment had less noise and also had less thermal radiation,
then the intensifier could be used. In this case a much higher
framing rate �40,500 frames/sec� and shorter gate period �0.025
msec� could be used. The frame information was stored in an
interface memory bank and transferred to a computer after the
run. The image data were post-processed in the laboratory using
other computers to give temperature animations in pseudo-color.

This diagnostics allowed one to successfully obtain temporal
variation of temperatures �in the form of thermal video movies� at
selected location in the furnace. This is the first time we have been
able to obtain thermal video movies in a practical industrial fur-
nace equipped with regenerative high performance burners.

Two-dimensional two-color thermometry, based on Planck’s
law, was applied to measure the distributions of flame tempera-
tures in two dimensions. The two-dimensional �2D� spectral inten-
sities of the continuum radiation from soot particles in a luminous
flame were measured at two different wavelengths of
490.0�±28.0� nm and 530.88�±8.77� nm. The ratio is calibrated
with the temperature measured from the thermocouple at a posi-
tion corresponding to the high-speed MOS camera measurement.
The signal intensity ratios at the pixel location were converted
into two-dimensional temperature distribution. The errors due to
the temperature dependence of the emissivity on the soot particles
is almost negligible since the chosen wavelengths of narrow band-
pass filters were very close to each other �10,11�. Therefore, the
temperature obtained represents the surface temperature of soot.
The optical diagnostic technique has also been calibrated against
the temperature measured with a thermocouple.

A multi-channel CCD spectrometer �JASCO, Model MD-25T�
was used to check the absence of molecular band spectra on the

Fig. 7 Time-resolved temperature profiles of diffusion flame through window A
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continuum emission from soot particles, since the narrow band-
pass 2D two-color thermometry can provide some errors from
these sources. This procedure also allowed the selection of two
wavelengths.

3 Results and Discussion

Transmittance Correction for the Simultaneous Two-
Wavelength Images. Figures 4 and 5 show the single-shot images
of background emission for the premixed flame from window B in
the furnace wall �see Fig. 1�, observed at two wavelengths of
490.0�±28.0� and 530.88�±8.77� nm. As seen from this figure, the
transmittance and distributions through the two optical paths are
different and not uniform. This is also reflected from the flame
images. In particular, the transmittance is observed to decrease in
the upper and lower edges of the two images. This is attributed
due to the limited areas of the reflection mirrors to primarily cause
this effect. The following correction was made in order to obtain
the net intensity profiles of flame emission,

Inet�x,y� = �I�x,y� − Ibg�x,y��/Ibg�x,y� , �1�

Where Inet�x ,y� refers to the net intensity distribution of the flame
emission, I�x ,y� is the observed intensity, and Ibg�x ,y� is the back-
ground intensity distribution. The narrow band two-color ther-

mometry procedure was applied to obtain the distribution of flame
temperature, or more accurately the soot surface temperature. A
single-shot temperature profile for the premixed flame is shown in
the right column of Fig. 6. Here, a low-temperature threshold of
1200 K is applied for better viewing.

Time-Resolved Profiles of Flame Temperature. Figures 6 and
7 show the characteristic time-resolved profiles of the temperature
�soot surfaces temperature with gray body assumption� measured
through window A �i.e., at the upstream region of the flame� for
the premixed and diffusion flame conditions, respectively. Figures
8 and 9 show temporally resolved profiles of temperature through
window B for the premixed and diffusion flame conditions, re-
spectively. The time of 0 sec correspond to the moment of 20 sec
after the burner was switched on upon ignition, and the flame
became instantaneously in steady-state condition due to the use of
very high-temperature combustion air from the regenerator. In all
the figures in the left column, the low-temperature threshold was
set at 1200 K, similar to that set for the results shown in Fig. 6.
However, in the right column, a higher temperature threshold of
1700 K was employed to show the higher temperature regions.
Therefore, the temperature range for the results shown in Figs.
6–9 in the left column is from 1200 to 1800 K while that in the
right column is from 1700 to 2100 K.

Fig. 8 Time-resolved temperature profiles of premixed flame through window B
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The temporal changes shown in Fig. 6 �right column� indicate
that at upstream regions of the premixed flame, there are steady
high-temperature regions on both the right and left sides along the
central axis of the flame. In contrast for the diffusion flame �Fig.
7, right column�, several high-temperature regions can be ob-
served that temporally move in spatial position. These results are
in agreement with those suggested in our previous work �8,12�.
There is a high-temperature zone between windows A and B.
Therefore, for the premixed case since the diffusive mixing pro-
cess is not a controlling factor, the combustion starts earlier close
to 60–90 cm downstream from the central injector exit. The high-
temperature region in the right column is related to the ignition
region. The temperature is lowered due to the processes of fuel
vaporization and fuel decomposition at high temperatures, fol-
lowed by the high-temperature region on the left side of window
A.

In contrast for the diffusion flame, a finite amount of time du-
ration is necessary for the fuel and air to mix prior to ignition.
This ignition situation is clearly demonstrated in the upstream
region for the results obtained from window A �see Fig. 7�. The
intense combustion takes place in the mid-stream region as
viewed through window B �see Fig. 9�. It should be noted that
from these figures there are no steady high-temperature regions
for the diffusion flame case as compared to the premixed flame
case �compare results shown in Figs. 7 and 9 with Figs. 6 and 8�.

The small thermal regions are observed to be moving along the
direction of the combusting flow. This difference is significant and
directly responsible for the respective level of thermal NOx pro-
duction. Indeed the measured NOx levels were found to be sig-
nificantly lower for the diffusion flame case as compared to the
premixed flame case. The NOx concentrations using 3.5% O2 con-
centration in the combustion air were measured in the exhaust
stream of the furnace using a NO/NOx chemiluminescent ana-
lyzer. The NOx results were found to be 33 ppm for the diffusion
flame and 125 ppm for the premixed flame �corrected to 11.0% O2
in the gas�. This is considerably low NOx emission from a furnace
with very high-temperature combustion air since the thermal
NOx levels increase exponentially with increase in air preheat
temperature.

Analysis of Flame Temperature Fluctuation. Figures 10 and
11 show the profiles of average temperature and flame fluctuation
in terms of standard deviation for the premixed and diffusion
flame, respectively, obtained using 100 frames over time duration
of 0.8 sec. For the premixed combustion, very high-temperature
zones exist along the central axis of the flame at the upstream
region �see the results in the right column of Fig. 10�. The tem-
perature information also indicates that the combustion volume of
the premixed flame is smaller than that of the diffusion flame. As
described above, the former is a result of the prompt ignition and

Fig. 9 Time-resolved temperature profiles of diffusion flame through window B
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combustion of the premixed fuel-air mixture. In contrast, the mix-
ing process is a rate-determining process for the diffusion com-
bustion. Consequently, the flame volume is larger for the diffusion
combustion case. These phenomena can also be observed from the
temperature fluctuation data. The fluctuations are very small along
the central axis of the premixed flame, where the mixing is not a
dominant factor. At the outer regions of the premixed flame, the
fluctuations become larger due to rapid mixing of premixed flame
products with the surrounding fluid.

In contrast for the diffusion flame, the temperature fluctuations
are larger at the upstream �window A� and mid upstream �the right
side of window B� regions. This is mainly attributed to the intense
mixing between the fuel and air, and some instability associated
with flame ignition at the upstream region. It is to be noted that
large temperature fluctuations are considered favorable for in-
creased NOx production at high temperatures. However, the mean
temperatures in these regions of high-temperature fluctuations are
much lower for the diffusion flame case. These large fluctuations
for the diffusion flame case are, therefore, not responsible for the
generation of high levels of thermal NOx. In contrast for the pre-
mixed flame case the high temperatures are also associated with
high-temperature fluctuations.

4 Conclusions
The followings conclusions can be made from this study:
�1� The industrial size test furnace having regenerative burners

was assembled to examine the combustion behavior of heavy oil
using high-temperature and low oxygen concentration combustion
air. This furnace is primarily oriented towards steel processing.

�2� A high-speed MOS camera was used to measure the gray
body emission of flame radiation at two different wavelengths.
This system was successfully applied to measure the 2D time-
resolved profiles of flame temperature in premixed and diffusion
flames using high-temperature combustion air at low oxygen con-
centration.

�3� The diffusion flame is preferable from the viewpoint of low
NOx emission. This is in contrast to that known for the conven-
tional flames �at normal oxygen concentration at low tempera-
tures� in which lean premixed flames provide low NOx emission.
The source for the high NOx production in premixed flame has
been clearly demonstrated from the time-resolved profiles of
flame temperature. High-temperature distribution was confined to
a wider region for the premixed flame as compared to the diffu-
sion flame case. These high-temperature regions in the premixed
case are directly responsible for a higher value of thermal NOx
from the furnace.

�4� The temperature fluctuations were found to be larger in the
upstream region of the diffusion flame �with low mean tempera-
tures� while for the premixed case the high-temperature region
was also found to coexist with high-temperature fluctuations. The
large temperature fluctuations at low mean temperatures are not
considered to be responsible for high NOx emission since the
absolute temperatures are not high enough for the formation of
thermal NOx.
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Fig. 11 Profiles of average temperature and standard devia-
tion of temperature for diffusion flame
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Spectroscopic Measurements of
High Emissivity Materials Using
Two-Dimensional Two-Color
Thermometry
Radiative heat transfer characteristics from the surface of a substance coated with a
high-emissivity material have been examined from the measured two-dimensional (2D)
temperature distribution using two-color thermometry principle. The technique utilized a
charge coupled device camera and optical filters having either wide or narrow wave-
length bandpass filters. The results obtained were compared to evaluate the accuracy of
the temperature measurements. The 2D emissivity distributions were also derived from
the measured 2D temperature distributions. The results indicate that the substrate coated
with high-emissivity material exhibit high emission of radiation, resulting in effective
cooling. The enhanced emissivity of materials also results in improved radiative heat
transfer in heating furnaces and other high-temperature applications. The emissivity
measured with the wide-bandpass filters increased with temperature. Atmospheric ab-
sorption, mainly due to humidity, made a negligible contribution to the total spectral
intensity and to the temperature measurements. The small discrepancies are attributed to
the dependence of emissivity on wavelength. Thus, the use of narrow-bandpass filters in
thermometry is advantageous over the wide-bandpass ones. �DOI: 10.1115/1.1917889�

1 Introduction
It is well known that the energy flux emerging from the surface

of a material is governed by the Stefan–Boltzmann law of radia-
tive heat transfer and is proportional to the fourth power of the
absolute temperature �i.e., T4 dependency�. Therefore, at high
temperatures, the dominant mechanism of heat transfer is by ra-
diation. This mechanism of heat transfer is often utilized to heat
other materials because of the high emergent heat flux. In contrast,
when heat is released as a radiative heat flux, the temperature of
the surface of the material is reduced, thus preventing thermal
degradation or oxidation of the material. The emissivity of the
most heat-resistant materials �e.g., ZrO2, Al2O3, and MgO� de-
creases with temperature at temperatures in excess of about
700 K. This tendency, as measured by Hashimoto et al. �1�, is
shown in Fig. 1. In our study, a high-emissivity the pigment, the
B4Si, is employed in the same way because it retains a high emis-
sivity at high temperatures. The material used for the coating layer
is a ceramic made from BaO–SiO2 in which B4Si particles are
uniformly dispersed.

Samples coated with the high-emissivity materials are heated
from the backside of the material using a liquefied petroleum gas
�LPG�-air flame. The two-dimensional �2D� temperature distribu-
tions are determined by the two-color method �2� using a charged
coupled device �CCD� camera fitted with an optical bandpass fil-
ter. This technology has usually been investigated using narrow-

bandpass filters �3–5�. The 2D emissivity distributions are derived
by measuring the intensity ratio of the images to that of a black-
body as estimated from the temperature distributions. With this
method, appropriate optical bandpass filters should be selected in
terms of different wavelengths and bandwidths. In this paper two
kinds of filters, having narrow and wide bandpass widths, have
been examined. The effect of these filters on the accuracy of mea-
sured temperature and emissivity distributions has been investi-
gated.

2 Two-Color Thermometry With a Narrow-Bandpass
Width

The theory of two-color thermometry is given in Refs. �4,6�.
The Planck’s law for the emittance E��T� from a blackbody hav-
ing a temperature T at wavelength � can be expressed as

E��T� = ���T�
2hc2/�5

exp�hc/�kT� − 1
�1�

where ���T� is the emissivity.
For a blackbody the value of emissivity is unity. In the above

expression, if exp�hc /�kT��1, then the Planck’s law can be ap-
proximated by Wien’s law, i.e.

E��T� = ���T�
2hc2

�5 exp�− hc/�kT� �2�

In a practical experiment, the measured intensity I��T� is ex-
pressed as
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I��T� = S1������T�
2hc2

�5 exp�− S2��,T�
hc

�kT
� �3�

where S1��� and S2�� ,T� are constants for the specific experimen-
tal apparatus used. S1��� is a �-dependent factor that takes into
account the efficiency of the CCD camera, the transparency of the
optical filters, and the reflectivity of the mirror. The constant
S2�� ,T� is a function of both � and T, due to the bandpass width
of the optical filters.

The latter parameter is needed because the measured intensity
is an integrated value with respect to � within the bandpass width,
and the intensity differs from that given by Planck’s law at the
central wavelength of the bandpass filter. This difference is ex-
pressed by dividing the ratio of integrated intensities at two cen-
tral bandpass widths R{Integrated} by the ratio of monochromatic
intensities at the two central wavelengths R{Monochromatic}.
Thus, it can be expressed as

R�Integrated�
R�Monochromatic�

=

	 I�1
d�

	 I�2
d�
 I�1

I�2

�4�

In order to quantify the disagreement, the value of this ratio has
been calculated. A drastic disagreement can be identified with the
use of the wide-bandwidth filter at the lower temperatures. Under
these conditions, the integrated intensity is about one-half of the
theoretical value based on the Planck’s law. Because Planck’s law
does not reconstruct the measured intensity, therefore the appara-
tus constant S2�� ,T� must be taken into account. In two-color
thermometry, the ratio of intensities measured at two different
wavelengths, R�T� may be expressed as follows to obtain the sur-
face temperature T. This is expressed as:

R�T� �
I�1

�T�

I�2
�T�

=
S1��1�
S1��2�

��1
�T�

��2
�T�

��2

�1
5

�exp� hc

kT
�S2��2,T�

�2
−

S2��1,T�
�1

� �5�

Because the indices S1��1� /S1��2�, S2��1 ,T�, and S2��2 ,T� can be
calibrated using a blackbody furnace, the temperature T can

readily be estimated from the measured intensity ratio, R�T�, pro-
vided the emissivity does not have an appreciable dependence on
wavelength, i.e., the emissivity at the two temperatures is the
same, that is, ���1

�T�=��2
�T��.

Fig. 2 Experimental apparatus „upper diagram… and sample
plate „lower diagram…

Fig. 3 Intensity ratio of blackbody furnaces with wideband
and narrowband filters

Fig. 1 Temperature dependency on emissivity for various
materials
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3 Experiments
The experimental apparatus constructed for this experiment is

shown schematically in Fig. 2. The area of the sample plate ob-
served in this experiment, AA�BB�, is shown in the lower sche-
matic of this figure. The backside of the sample plate was heated
by a premixed flame formed with an LPG-air burner having a slit
of 1 mm in width and 100 mm in length. The slit is located 3 mm
from the edge of the sample. The flow rates of LPG and air were
regulated at 0.4 and 10 � min−1, respectively. The equivalence

ratio was kept constant at unity �i.e., stoichiometric mixture�. The
CCD camera fitted with the bandpass filters was used as the mea-
surement system �see Fig. 2�. Two wide-bandpass filters at wave-
lengths of 700 nm �full width at half maximum �FWHM�:
220 nm� and 900 nm �FWHM 240 nm�, and narrow-bandpass fil-
ters at 700 nm �FWHM 10 nm� and 850 nm �FWHM 10 nm�
were selected, because it is necessary to avoid the atmospheric
absorption bands. The heated surface of the sample plate was
observed through the mirror in order to measure the emission

Fig. 4 „a… Intensity distribution obtained with „left… and without „right… coating using wide-bandpass filters. „b… Temperature
distribution obtained with „left… and without „right… coating using wide-bandpass filters. „c… Emissivity distribution obtained with
„left… and without „right… coating using the wide-bandpass filters.
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image from the top. In this experiment, stainless plates �SUS304,
having a size of 200 mm�200 mm�1 mm� coated with a high-
emissivity material were used. An uncoated plate was examined
for comparison. The structure of the high-emissivity material con-
sists of B4Si particles of about 80 �m in diameter dispersed in a
layer of BaO–SiO2 ceramic.

After the sample was heated sufficiently, 2D distributions
of the intensity I�1

�x ,y�, I�2
�x ,y� were measured with the above

four filters. The 2D distribution of the ratio
R�x ,y��=I�1

�x ,y� / I�2
�x ,y�=R�T�� was calculated. Then the 2D

distribution of temperature T�x ,y� based on Eq. �5�, was evaluated
from comparison with the ratio of blackbody Rb�T� produced by
the blackbody furnace. Figure 3 shows the two-color ratio Rb�T�
for the blackbody furnace, measured with wideband and narrow-
bandpass filters.

Fig. 5 „a… Intensity distribution obtained with „left… and without „right… coating using narrow-bandpass filters. „b… Temperature
distribution obtained with „left… and without „right… coating using narrow-bandpass filters. „c… Emissivity distribution obtained with
„left… and without „right… coating using narrow-bandpass filters.
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Finally, the 2D distribution of the emissivity ��x ,y� was esti-
mated by comparing the measured 2D distribution of intensity
I��x ,y� and that of the blackbody Ib��T�.

4 Results and Discussion
After heating the sample until the intensity level reached an

equilibrium value, the intensity distributions were measured using
the CCD camera equipped with the appropriate optical filter.
Then, the 2D distributions of temperature and emissivity were
calculated from these measurements. The 2D distributions of
spectral intensity, temperature, and emissivity for both with and
without coating using the wide-bandpass filters, are shown in
Figs. 4�a�–4�c� respectively, and those obtained with the narrow-
bandpass filters, are shown in Figs. 5�a�–5�c� respectively. The
intensity, temperature, and emissivity scale for each case is given
below the figure. The 2D distribution of emissivity shown here
was calculated from an intensity distribution at the wavelength of
700 nm, respectively. The measured areas of intensity correspond
to AA�B�B in Fig. 2 �bottom diagram�. In Figs. 4 and 5, the left
diagram is for the surface coated with the high-emissivity material
while the right diagram is without any coating. The former is seen
to have a 40% higher intensity and a 200 K lower temperature
than the latter. The emissivity of the surface without a coating
extends up to 0.3 and that of the coated surface up to about 0.8. It
is also seen from Figs. 4�b� and 5�b� that at high temperatures
�above 1000 K� the surface temperature is lower for the coated
material. This suggests that the coated surface release the heat
input more efficiently, thereby suppressing the temperature rise.
Figure 4�c� shows that the emissivity obtained with the wide-
bandpass filters has a tendency to increase with increase in tem-
perature. In contrast, the emissivity obtained with the narrow-
bandpass filters has a tendency to decrease with temperature
�compare Fig. 4�c� with Fig. 5�c��.

4.1 Atmospheric Absorption. It is important to note that the
wavelength ranges of the optical filters did not overlap with the
strong atmospheric absorption bands. Nonetheless the effect of
vapor around the instruments must be considered. The atmosphere
absorption coefficient, calculated for a wavelength range from
600 to 1100 nm using the optical constant given by Kou et al. �7�,

is shown in Fig. 6 �see the curve in the figure�. The results show
that atmospheric absorption is more significant at the longer
wavelengths. Therefore, it is to be expected that the intensity ob-
served in the atmosphere is attenuated at longer wavelengths. The
spectrum was measured with a multi-spectrometer �JASCO, MD-
25T�. As expected, an absorptive structure was found around
950 nm �see Fig. 6�. This is mainly attributable to the humidity in
air. Only this particular absorption band affects the intensity ob-
tained with the wide-bandpass filter at the central wavelength of
900 nm. Also, this effect is expected to be very small, since the
total intensity is reduced by only about 0.5% by this filter.

4.2 Another Way to Measure the Temperature. Hashimoto
et al. �1� measured the emissivity of basically the same material
with a combination of thermocouples and a pyrometer. Their re-
sults, shown in Fig. 1, indicate that the emissivity decreases with
increase in temperature. This result is in agreement with our result
obtained with the narrow-bandpass filters.

As described above, atmospheric absorption results in a small
decrease in the total intensity, but results in negligibly small errors
in the temperature measurement. The errors in the emissivity ob-
tained by the wide-bandpass two-color thermometry are mainly
attributable to the dependence of the emissivity on wavelength.
Thus, two-color thermometry using the narrow bandpass filters is
advantageous as compared to that obtained using wide-bandwidth
filters �4,8,9�.

5 Conclusions
High emissivities can be obtained at high temperatures by coat-

ing the surface of a material with high-emissivity material. This
provides improvement in radiative heat transfer and contributes to
a higher efficiency for a furnace or related apparatus. The more
effective heat release from the surface also prevents overheating
and thermal damage of the materials. The use of narrow-bandpass
filters is recommended in two-color thermometry. Small differ-
ences in results were found between our results using wide-
bandpass filters and those obtained by Hashimoto et al. �1�. How-
ever, negligible differences were found using narrow-bandpass
filters in place of the wide-bandpass filters.

Fig. 6 Measured intensity spectra in the experimental range
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Nomenclature
c � velocity of light in vacuum �m s−1�

E��T� � emittance from a blackbody �J m−3 s−1�
h � the Planck constant �J s�

Ib��T� � intensity of blackbody furnace �adu.�
I��T� � measured intensity �adu.�

I��x ,y� � 2D distribution of measured intensity �adu.�
k � the Boltzmann constant �J K−1�

R�Integrated� � ratio of integrated intensities within two band-
pass widths

R�Monochromatic�
� ratio of monochromatic intensities at two cen-

tral wavelengths
Rb�T� � intensity ratio for two wavelengths of the

blackbody furnace
R�T� � intensity ratio for two wavelengths

R�x ,y� � 2D distribution of measured intensity ratio for
two wavelengths

S1��� � apparatus constant
S2�� ,T� � apparatus constant

T � absolute temperature of surface �K�
T�x ,y� � 2D distribution of measured temperature �K�

Greek Symbols
���T� � surface emissivity

��x ,y� � 2D distribution of measured emissivity
� � wavelength �m�
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Online Combustor Stability
Margin Assessment Using
Dynamic Pressure Data
This paper describes a strategy for determining a combustor’s dynamic stability margin.
Currently, when turbines are being commissioned or simply going through day to day
operation, the operator does not know how the stability of the system is affected by
changes to fuel splits or operating conditions unless, of course, pressure oscillations are
actually present. We have developed a methodology for ascertaining the stability margin
from dynamic pressure data that does not require external forcing and that works even
when pressure oscillations have very low amplitudes. This method consists of signal
processing and analysis that determines a real-time measure of combustor damping.
When the calculated damping is positive, the combustor is stable. As the damping goes to
zero, the combustor approaches its stability boundary. Changes in the stability margin of
each of the combustor’s stable modes due to tuning, aging, or environmental changes can
then be monitored through an on-line analysis of the pressure signal. This paper outlines
the basic approach used to quantify acoustic damping and demonstrates the technique on
combustor test data. �DOI: 10.1115/1.1850493�

1 Introduction
In order for turbine operators and/or control systems to opti-

mize overall system performance across the competing demands
of emissions levels, power output, and engine life, maximum in-
formation about each component’s health and performance is
needed. One key issue that has emerged in dry, low NOx �DLN�
combustion systems is that of combustion instabilities—that is,
self-excited, combustion-driven oscillations that generally occur
at discrete frequencies associated with the combustor’s natural
acoustic modes �1,2�. Minimizing the amplitude of these oscilla-
tions is essential for maximizing hot section part life—however,
tradeoffs between dynamics amplitude, emissions, and power out-
put are routinely encountered �3�.

The objective of this study is to describe a patent pending �4�
methodology for determining the proximity of the combustor to
instability; i.e., to monitor its dynamic stability margin. Currently,
when turbines are being commissioned or simply going through
day to day operation, the operator does not know how the stability
of the system is affected by changes to fuel splits or operating
conditions unless, of course, the system actually becomes un-
stable. This point is illustrated in Fig. 1, which plots combustor
pressure amplitude data obtained from Georgia Tech’s gas turbine
combustor simulator. This figure shows that the combustor was
unstable and stable at premixer velocities above and below, re-
spectively, about 25.5 m/s.1 Suppose now that this system is op-
erated under a stable condition, say at a premixer velocity of 30
m/s. Although the turbine operator will know that the system is
stable, they will not, in general, know how close the system is to
instability. In addition, if the premixer velocity were decreased to
29 m/s, they would not know whether they have moved the sys-
tem closer to or farther from the stability boundary. The objective
of the work described here is to provide the turbine user with a

quantitative description of how close the system is to its stability
boundary, so that they can determine whether small changes in
fuel splits, operating, or ambient conditions are likely to affect
combustor dynamics.

Note that a similar objective of stability margin quantification
was previously pursued by Johnson et al. �5�. Their technique
required, however, external forcing of the combustor with a puls-
ing fuel injector and acoustic driver. As such, this technique may
be useful in a lab setting but is probably not practical for a fielded
system. In this study, we focus on the use of passive �i.e., no
external forcing required� acoustic pressure measurements for this
diagnostic. Similar analyses could also be carried out with other
dynamic time series data, such as that obtained from optical, fuel/
air ratio, temperature, or ion probes. Our motivation for using
acoustic measurements follows from the simple fact that many
fielded DLN combustors are already instrumented with pressure
transducers, or at least equipped with access for such instrumen-
tation, and, furthermore, are often continuously monitored. As
such, implementing the techniques described here does not require
new instrumentation but only modified data processing software.

2 Approach
The key objective of this work is to determine the rate at which

acoustic oscillations are damped in a stable combustor. Under
stable conditions, the overall pressure amplitude is determined by
a competition between combustor damping processes and inherent
background noise processes. In contrast, under unstable condi-
tions, the oscillations are self-excited. As such, it can be antici-
pated that the overall level of acoustic damping, �, monotonically
decreases to zero as the system moves from being strongly stable
to the stability line, and actually becomes negative under unstable
conditions. Our objective here is to quantify the combustor damp-
ing coefficient during stable conditions. Presumably, large and
small values correspond to conditions that are far from and very
close to the stability line, respectively.

Probably the most straightforward way to quantify damping
levels is to introduce an external disturbance and monitor its rate
of decay. As noted above, however, such a technique has a clear
disadvantage of requiring additional hardware and is probably not
feasible for day-to-day use in practical systems.

The approach taken here follows from the fact that inherent
combustor noise is continuously exciting oscillations in the sys-

Contributed by the International Gas Turbine Institute �IGTI� of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERS for publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Vienna, Austria, June
13–17, 2004, Paper No. 2004-GT-53149. Manuscript received by IGTI, October 1,
2003; final revision, March 1, 2004. IGTI Review Chair: A. J. Strazisar.

1We recognize that there is some ambiguity in determining the bifurcation point at
which oscillations transition from being damped to self-excited. Our use of the words
‘‘stable’’ and ‘‘unstable’’ are used here for descriptive purposes only and should not
be taken as a precise characterization of the dynamical state of the system.
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tem. These oscillations are dissipated at some rate that can be
associated with a damping time scale, �damp�1/� . As such, oscil-
lations excited at some time, t�t0 , will make a negligible contri-
bution to the disturbance amplitude at times t�t0��damp�t2 .
Therefore, oscillations at time t2 will be poorly correlated with
those at time, t0 . It therefore follows that the damping coefficient
is directly related to the time interval, �corr , over which oscilla-
tions are correlated. Explicitly quantifying this relationship can be
accomplished by mathematically modeling the oscillations.

The model we use follows the work of Zinn �6� and Culick �7�,
who have shown that acoustic oscillations in combustion cham-
bers can be described as a superposition of nonlinearly interacting
oscillators of the form

p�� t ���� t ��	
i�1

N


 i� t � (1)

d2
 i� t �

dt2
�2 �̃ i�̃ i

d
 i� t �

dt
��̃ i

2
 i� t �

� f i� 
 j� t �,
d
 j� t �

dt
, . . . ��Ei� t �. i , j�1,2, . . . ,N (2)

The measured pressure, p�(t), consists of the contributions of two
sources: �1� the oscillations of N acoustic modes, 
1 ,

2 , . . . ,
N , and �2� the ‘‘background noise’’ in the combustor,
�(t). The dynamics of the acoustic modes, 
 i , are described by
Eq. �2�. The left-hand side of Eq. �2� describes harmonic oscilla-
tions of each mode at a frequency �̃ i . The function
f i(
 j ,d
 j /dt) describes linear and nonlinear ‘‘forcing’’ terms.
The last term, Ei(t), describes external forcing of the oscillator by
noise.

Under stable conditions, the oscillations are generally of suffi-
ciently low magnitude that nonlinear terms are negligible. In ad-
dition, if we lump the effects of the unsteady heat release into an
effective damping and stiffness term, then the dynamics of each
mode are described by the equation

d2
 i� t �

dt2
�2� i� i

d
 i� t �

dt
�� i

2
 i� t ��Ei� t � (3)

Note that the ‘‘effective’’ damping, �, and frequency, � i , terms
contain the unsteady heat release terms, which may, in reality,
contain higher-order dynamics. Because the unsteady heat release
terms are quite small, this is not likely to be a significant effect for
the frequency term. It is probably more significant for the damp-
ing term, however, because combustors are often lightly damped,
��1. Including unsteady heat release effects in Eq. �3� requires
the introduction of a highly uncertain heat release model, how-

ever. Moreover, as shown in the results section, Eq. �3� provides a
useful model for interpreting data, although it certainly has
limitations.

Equation �3� cannot be directly solved, because we do not know
the temporal evolution of Ei(t). For this reason, it is convenient to
work with the autocorrelation of 
 i(t), defined as

Ci����

�
0

T


 i� t �
 i� t���dt

�
0

T


 i
2� t �dt

(4)

Taking the Fourier transform of Eq. �3�, assuming that the power
spectrum of the noise term, Ei(t), is approximately constant over
the oscillator bandwidth, and using the Wiener–Khinchin theorem
�8�, it can be shown that Ci(�) equals

Ci����e�� i� i�
„cos�� i��1�� i

2���/�1�� i
2 sin�� i��1�� i

2�…
(5)

Since � is quite small �e.g., it has values less than 0.1 for all data
presented here�, the second term in Eq. �5� is negligible compared
to the first. As such, the autocorrelation oscillates at a frequency
roughly equal to � i , and has an envelope that decays as
exp(��i�it). Therefore, Eq. �5� shows that the mode’s damping
coefficient can be directly related to the decay in the envelope of
the autocorrelation. To illustrate, Fig. 2 plots two autocorrelations
of the same data shown in Fig. 1 measured under stable and un-
stable conditions. Note that the amplitude of the autocorrelation
steadily decays under stable conditions while it remains relatively
constant under unstable conditions.

While the value of the damping coefficient could be directly fit
to the envelope of the oscillatory Ci(t), it is difficult to capture
the instantaneous peak amplitude of each cycle without very high
sampling frequencies. The envelope of the oscillatory autocorre-
lation can be calculated via its Hilbert transform, Hi(t), which is
defined as �9�

Fig. 1 Variation of dynamic pressure amplitude in combustor
with premixer velocity

Fig. 2 Dependence of autocorrelation of raw acoustic pres-
sure data measured under stable „top, uÄ27 mÕs… and unstable
„bottom, uÄ21 mÕs… conditions
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Hi����
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 �
��

� Ci� t �

��t
dt (6)

The Hilbert transform is useful because it can be used to deter-
mine the envelope of an oscillatory signal. For example, consider
the signal, G(t)�A(t)sin �t. It can be shown that �G(t)
�iH„G(t)…��A(t). To illustrate, Fig. 3 plots the time depen-
dence of the autocorrelation and its Hilbert transform. The figure
shows that the Hilbert transform faithfully captures the envelope
of the oscillatory signal.

Once the envelope of the oscillatory signal has been deter-
mined, the damping coefficient can be estimated from the best fit
of the equation exp(��i�it). In our results, this was done by tak-
ing the natural logarithm of Hi(t) and performing a least squares
minimization procedure to determine �.

The above paragraphs have outlined a procedure for determin-
ing the stability margin from a time series. An important issue that
must be addressed is how to determine the separate modal ampli-
tudes, 
 i(t), from the measured pressure time series, p(t). This
can be done in a relatively straightforward fashion by simply
bandpass filtering the data about each � i for i�1 to N modes.
Determining the optimum filter width requires care, however.
Clearly, the filter should be set narrow enough so that it only
captures the energy from a single mode; i.e., the estimate of � i
should not be contaminated by energy from other modes. How-
ever, if the filter is set too narrow and/or with too sharp a cutoff,
the autocorrelation may ‘‘ring’’ with characteristics that are domi-
nated by the filter settings and not the data itself. To illustrate, Fig.

4 plots the typical measured dependence of the estimated � param-
eter upon the width, W, of a fourth-order Butterworth filter. The
pass and stop band frequencies were set by dividing and multiply-
ing, respectively, the center frequency by 1�W . For very narrow
filter widths, i.e., W�0.03, the damping estimate is nearly zero
because the autocorrelation oscillates with little temporal decay.
The damping estimate monotonically rises with W, and plateaus in
the W�10% – 20% region. Presumably, the damping estimate
would remain at this value for larger W if no other modes are
present. However, further increases in W cause the damping factor
to drop again, this time due to the filter picking up oscillations
from other modes. The damping estimate in these cases is mean-
ingless, however, as the autocorrelation envelope oscillates and no
longer resembles the exponentially decaying equation that � is
being estimated from. For all results shown here, a W�0.1 value
was chosen.

In closing this section, we summarize the key assumptions and
limitations of the damping estimate analysis:

1. Second-order oscillator: The effects of unsteady heat release
on driving/damping oscillations may introduce higher-order
dynamics into the pressure oscillations.

2. Spectrally flat background noise: While combustor back-
ground noise processes are probably reasonably flat over the
oscillator bandwidth, the scattering of narrow band sound
waves from the flame generates additional background noise
whose amplitude peaks at the natural mode frequency �10�.

3. No parametric disturbances: We assume here that only ex-
ternal disturbances are present and do not account for the
effects of disturbances in damping and frequency. Unfortu-
nately, there is no rational method for incorporating them
because their characteristics are not well understood �see
also Refs. �11–13��.

3 Results
In this section, we present results obtained from the Georgia

Tech gas turbine combustor simulator that has been described in
detail elsewhere �14�. The specific dataset analyzed here has also
been discussed extensively in Ref. �15�. A set of 18 test runs were
chosen where the premixer velocity was varied between 17–39
m/s at a fixed flow rate and equivalence ratio ���0.89� by varying
the degree of constriction of a backpressure valve. As such, the
mean combustor pressure correspondingly varied from a low of 2
to a high of 5 atmospheres. As discussed elsewhere �14�, instabili-
ties in this combustor are excited at certain premixer velocities
due to a coupling between the reactive mixture convective time
and the chamber acoustics. These particular test runs were chosen
because of the large variations in amplitude that occurred in two
of the combustor modes and some variations in several others as
well; as such, they serve as a useful demonstrator of the capabili-
ties of the proposed method to simultaneously track the stability
characteristics of several modes. A typical Fourier transform illus-

Fig. 3 Time dependence of the autocorrelation, Ci„t…, „�… and
Hilbert transform of the autocorrelation „À…. Raw data band-
pass filtered about the 630 Hz mode with a fourth-
orderButterworth filter, with a bandwidth set to 10% of the cen-
ter frequency „uÄ33.9 mÕs….

Fig. 4 Dependence of damping estimate, �, upon bandpass
filter width „fcenterÄ630 Hz, uÄ21.9 mÕs; four cycles of data
were used for an estimate…

Fig. 5 Fourier transform of combustor pressure „u
Ä25.9 mÕs…
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trating these modes is shown in Fig. 5. The two dominant insta-
bilities occur at 430 and 630 Hz. The dependence of their ampli-
tude’s upon premixer velocity is shown in Fig. 6. The larger peak
amplitude of the 430 Hz mode is due to the higher mean combus-
tor pressure at low velocities; i.e., they have comparable normal-
ized disturbance amplitudes, p�/p0 .

Figure 7 and Fig. 8 plot the simultaneous dependence of the
amplitude and damping coefficient of these modes. The damping
coefficients were determined using the methods described above,
and using a least squares minimization fit over four cycles of data.
The use of four cycles is somewhat arbitrary, as other values can
also be used with similar results within certain limits. We ob-
served that best results were obtained by taking at least two cycles
and no more than about ten cycles. With less than two cycles, not
enough points are available to make an accurate damping estimate
and the model does not fit the data very well �see ‘‘Concluding
Remarks’’ for a further discussion�. At longer time lags, the auto-
correlation has values that are quite close to zero and oscillates
slightly, rendering a fit at these low levels difficult.

Consider first Fig. 7, which plots the pressure amplitude and
damping coefficient for the 430 Hz mode. Starting at the premixer

velocity of 40 m/s, note the trend in the calculated damping coef-
ficient with decreasing velocity. The estimated damping mono-
tonically decreases, even while the actual pressure amplitude stays
essentially zero. Clearly, this calculation suggests that the com-
bustor stability margin is decreasing, a fact that is evident from an
overall view of the pressure data.

A similar result is shown in Fig. 8 for the 630 Hz mode. The
damping coefficient monotonically decreases as the premixer ve-
locity increases from 15–25 m/s. In this case, the corresponding
pressure amplitude actually decreases slightly in this velocity
range, indicating that a wholly wrong conclusion about stability
tendencies would have been obtained from an analysis of pressure
magnitudes.

For completeness, Figs. 9–12 plot several results for other fre-
quencies that at certain conditions could be observed as small
peaks in the spectrum. For example, Fig. 9 plots a result for the
285 Hz mode. The amplitude of this mode remained quite small
over the entire velocity range �note the units on the y axis�, al-
though it does appear that it may have achieved significant ampli-
tudes at lower premixer velocities, where data was not taken.

Fig. 6 Dependence of 430 „�… and 630 „*… Hz mode amplitude
upon premixer velocity

Fig. 7 Dependence of 430 Hz mode pressure amplitude „�…

and damping coefficient „�… upon premixer velocity

Fig. 8 Dependence of 630 Hz mode pressure amplitude „�…

and damping coefficient „�… upon premixer velocity

Fig. 9 Dependence of 285 Hz mode pressure amplitude „�…

and damping coefficient „�… upon premixer velocity

Fig. 10 Dependence of 730 Hz mode pressure amplitude „�…

and damping coefficient „�… upon premixer velocity

Fig. 11 Dependence of 570 Hz mode pressure amplitude „�…

and damping coefficient „�… upon premixer velocity
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4 Concluding Remarks
The results presented here clearly show that pressure data not

only provide information about the amplitude of oscillations in an
unstable combustor �as is currently done in fielded machines�, but
can also be used to track stability margin in cases where it is
stable. While the results presented here were obtained from a
single nozzle, lab scale combustor, efforts are underway to dem-
onstrate this technique on fielded engines. To that end, an electric
utility company has made available data obtained from each can
of an instrumented, operational gas turbine. An analysis of these
data shows similar results as those presented here. A key differ-
ence between the engine data and ours, however, is the presence
of acoustic interactions between combustor cans. Because of these
interactions, it is not clear how accurately subtle variations in the
stability of one combustor can may be distinguished between
those of adjoining ones. However, while there does appear to be
some overall averaging of the stability margin between adjacent
cans, can-to-can differences in stability are clearly observed in
most cases.

It should be re-emphasized that a quantitative determination of
the damping coefficient requires a mathematical model of the
combustor oscillations. Clearly, improvements in the accuracy of
the results could be obtained by utilizing a more accurate model
�e.g., that includes the effects of heat release dynamics and para-
metric disturbances; see the last paragraph of the ‘‘Approach’’
section�. For example, the model used here assumes that the au-
tocorrelation envelope decays as exp(��i�i�), which agrees with
the data in the �1� f it��5 time lag range; see Fig. 3. However,
the dependence of Hi(�) more closely exhibits an exp(��i�i�)2

dependence in the f it�1 range. This poor fit of the model at low

time delays necessarily introduces some dependence of the � es-
timate upon the length of the time series, a point noted in the
‘‘Approach’’ section.
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A Critical Evaluation of NOx
Modeling in a Model Combustor
Reliable NOx modeling depends on the accurate prediction of both velocity and tempera-
ture fields. The velocity and temperature fields of a propane diffusion flame combustor,
with interior and exterior conjugate heat transfers, were first numerically studied. The
results from three combustion models, together with the renormalization group (RNG) k-�
turbulence model and the discrete ordinates radiation model are discussed, and compared
with comprehensive experimental measurements. The flow patterns and the recirculation
zone length in the combustion chamber are excellently predicted, and the mean axial
velocities are in fairly good agreement with the experimental data for all three combus-
tion models. The mean temperature profiles are fairly well captured by the probability
density function (PDF) and eddy dissipation (EDS) combustion models. However, the
EDS-finite-rate combustion model fails to provide an acceptable temperature field. Based
on the acceptable velocity and temperature fields, a number of NO modeling approaches
were evaluated in a postprocessing mode. The partial-equilibrium approach of O and OH
radical concentrations shows a significant effect on the thermal NO formation rate. In
contrast, the prompt NO, the NO reburn mechanism and the third reaction of the extended
Zeldovich mechanism have negligible effects on the overall NO formation in the present
study. This study indicates that the semiempirical, postprocessing NO model can provide
valuable NO simulations as long as the velocity and temperature fields are adequately
predicted. �DOI: 10.1115/1.1850508�

Introduction
NOx is a precursor for photochemical smog, contributes to acid

rain and causes ozone depletion. As emission regulations become
more stringent, it is vital to be able to model NOx emissions in
order to supplement or even to substitute expensive rig tests for
the development of advanced combustion systems.

Much effort has been devoted to the understanding of nitrogen
chemistry mechanisms in the last five decades. The current under-
standing of the mechanisms and rate parameters for the gas-phase
reactions related to NOx emission have been critically reviewed
and evaluated by Miller and Bowman �1�. The NOx formation
issues under gas turbine combustion conditions have been excel-
lently reviewed and discussed by Correa �2�.

NOx emission generated in model and practical combustors has
been numerically studied by many researchers. The flow-field of a
diffusion flame combustor, W251, was numerically studied by
Volkov et al. �3� with a one-equation turbulence model and mix-
ture fraction probability density function �PDF� combustion
model. A NOx flamelet model was used to predict NOx emission
in a postprocessing mode. Reasonable agreement was observed in
comparison with the averaged measurements in the combustor
exhaust. Price et al. �4� simulated the flow-field of a LM1600 gas
turbine combustor during part load operation with the standard
k-� turbulence model, and the PDF and laminar flamelet combus-
tion models. NOx emission was also postprocessed. It was found
that the predicted NOx based on the flamelet model gave much
closer agreement with the field data than the PDF model, due to
accurate prediction of the oxygen radical concentration. With a
flame generated manifold combustion model, Eggels �5� studied a
premixed DLE gas turbine combustor, RB211. A postprocessing
method was developed to solve differential equations for NO and
N2O. It was noticed that the nonperfect mixing of fuel and air had

a strong effect on NOx prediction. Cannon et al. �6� successfully
applied large eddy simulation and a two-step assumed PDF com-
bustion model to a premixed model combustor at practical engine
operating conditions. The predicted NOx emissions were com-
pared with the measured values averaged over three sampling
ports located 381 mm downstream of the injector. Good agree-
ment was observed at equivalence ratio of 0.58 and 0.50. Kyne
et al. �7� numerically studied a modern air-spray combustor with
the PDF and flamelet combustion models, and the k-� and Rey-
nolds stress turbulence models. A new nonadiabatic PDF lookup
table generator was developed to account for fuel spray evapora-
tion process. The predicted temperature, major species and NOx
emission distributions were compared with the experimental mea-
surements at five cross sections in the combustor. They pointed
out that it was hard to pinpoint the reasons for the observed dis-
crepancies without being able to compare the experimental and
numerical velocity fields.

Due to a lack of confidence in predicting the velocity and tem-
perature distributions in combustors, it is difficult to carry out a
reliable evaluation of NOx models applicable to practical combus-
tors. It is well known that the NOx formation rate is a highly
nonlinear function of temperature and closely related to turbu-
lence mixing process �1,2�. An accurate simulation of the velocity
field provides a rational representation of the flow characteristics
and turbulent mixing properties. These properties together with
the chemical kinetics define the combustion processes and there-
fore the temperature distribution in the flow.

To provide a benchmark database for the evaluation and devel-
opment of various physical models, a series of experiments were
performed at National Research Council Canada �NRC�. Measure-
ments were made in a diffusion flame model combustor with ad-
vanced measurement techniques �8�. The comprehensive database
included mean and fluctuating velocity components, mean tem-
perature, radiation heat flux, as well as species and pollutant con-
centrations. The combustor geometry was relatively simple com-
pared with practical combustion systems, but fundamentally
similar and pertinent to the modeling of complex combustion
systems.

The present work was divided into two phases. The velocity
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and temperature fields were first numerically studied and com-
pared with the experimental data. Then, NOx emission models
were evaluated based on the accepted velocity and temperature
field simulations. Unlike many combustor studies where the simu-
lation was limited to the combustion chamber only, the computa-
tional domain in the present study covered the entire combustor
flow-field from the fuel and air inlets to the nozzle exit. Moreover,
the internal and external conjugate heat transfers from the com-
bustion products to the flame holder body and insulation walls
were also modeled.

Experimental Measurements
Figure 1 shows a schematic diagram of the model combustor,

including the fuel and air entries, combustion chamber, disk
flame-holder, and contracted exhaust section. Air entered the com-
bustion chamber around a bluff body, while fuel was fed through
the center of the disk flame-holder. The test rig was mounted on a
three-axis traversing unit with a repeatability of �100 �m. The
fuel used in the experiments was commercial grade propane,
while air was delivered from a dry shop air supply. Both air and
fuel flows were controlled by Sierra Side-Trak mass-flow control-
lers with 2% accuracy in full scale �fuel 100 l/min and air 2550
l/min�.

To reduce the heat losses through walls, a 25.4-mm thick fiber
blanket of Al2O3 , was wrapped around the combustion chamber
from the level of the disk flame-holder to the beginning of the
exhaust section. Four narrow slots were cut into the blanket to
allow appropriate physical and optical access to the chamber in-
terior. Interchangeable sets of stainless steel and fused silica win-
dows were used for physical probing using gas sampling probes,
radiometers and thermocouples, and for optical probing using the
laser Doppler anemometer �LDA�. The viewing area of the win-
dows measured 17 mm in width and 344 mm in length.

Measurements of velocity were made using both a 2- and
3-component LDA systems operating in the back scattering mode.
In the lower section of the combustion chamber, limited optical
access forced the use of a single fiberoptic head to measure axial
and tangential velocities. In the upper section of the chamber, a
complete three-component LDA system was used. Gas tempera-
tures were acquired using an uncoated, 250-�m diameter, type
‘‘S’’ thermocouple mounted in a twin bore ceramic tube. Gas spe-
cies measurements were made with a sampling probe connected to

a Varian Model 3400 Gas Chromatograph. The major species
measured were CO, CO2 , H2 , and C3H8 . NOx and NO were
collected through the same probe but analyzed using a Scintrix
NOx analyzer.

Numerical Simulations
Axisymmetric, steady, turbulent, reacting flows were consid-

ered in the present study, and a commercial software package,
Fluent, was used for the numerical simulations. The computation
domain, selected physical models, boundary conditions, and solu-
tion methods are described in the following subsections.

Computational Domain. Since the flow-field was axisym-
metric, 2D quadrilateral meshes were generated over the flow re-
gion, interior conjugate heat transfer region �the flame holder
body within the inlet section� and exterior conjugate heat transfer
region �the combustion chamber wall and the ceramic insulation
around the combustion chamber�. Fine grids were laid behind the
flame-holder in the combustion chamber to resolve the recircula-
tion region. Fine grids were also generated in the shear layers
between the recirculation region and the fuel and air jets, as well
as the gap between the flame-holder edge and the air inlet cham-
ber wall. Coarse grids were used downstream of the combustion
chamber and in the solid stainless steel and ceramic regions. A
total number of 74,100 elements were used for most of the simu-
lations. The skewness was less than 0.2 in the flow-field domain
and the aspect ratio was less than 12 for 99.5% elements. Efforts
were made to keep the wall parameter y� in the desired range �30
to 60�. However, there were local low-velocity regions where the
y� values were well below 30. A number of meshes were tested to
ensure the mesh independence of the numerical solutions.

Turbulence and Combustion Modeling. The governing
Favre-averaged conservation equations for mass, species, momen-
tum and energy are not reproduced here. They can be readily
found in many classic literatures, such as Ref. �9�. For closure of
the above equations, the RNG k-� turbulence model derived from
a renormalization group theory �10� was used to model turbulence
transfers in the reacting flow. This model has shown an excellent
agreement between the numerical and experimental results for an
isothermal flow over a backward facing step �11�.

According to this model, the turbulent viscosity for high Rey-
nolds number flows is expressed as

� t��C�k2/� (1)

where C��0.0845, derived from the RNG theory. It is very close
to the empirically determined value of 0.09 used in the standard
k-� model. The quantities of the turbulent kinetic energy, k, and
dissipation rate, �, are found from the following pair of equations:

�•��vk ���•�	k�eff�k ��Gk��� (2)

�•��v����•�	��eff����C1�

�

k
Gk�C2�*

��2

k
(3)

In the above equations, �eff is the effective viscosity, 	k and 	�

are the inverse Prandtl numbers, and Gk�� tS
2 stands for the

turbulence production with � t the turbulence viscosity and S the
modulus of the mean rate-of-strain tensor, defined as S

�2Si jSi j.

The main difference between the RNG and standard k-� mod-
els is that the coefficient of the destruction term, C2�* in Eq. �3�, is
no longer a constant, but a function of flow mean strain rate
and turbulence field �k and ��. It is defined by the following
expression:

C2�* 
C2��
C��3�1��/�0�

1���3
(4)

where �
S k/�, �0�4.38, ��0.012. As a result, the RNG model
is more responsive to the effects of flow strain rate and thus im-

Fig. 1 The generic combustor

484 Õ Vol. 127, JULY 2005 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.98. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



proves the accuracy for rapidly strained flows. The model con-
stants, C1��1.42 in Eq. �3� and C2��1.68 in Eq. �4�.

In addition, the RNG model provides an analytical formula to
account for variations of turbulent Prandtl and Schmidt numbers
in the flow for the energy and species equations �10,12�,

� 	�1.3929

	0�1.3929�0.6321� 	�2.3939

	0�2.3929�0.3679

�
�mol

�eff
(5)

where �mol is the laminar viscosity, and 	0�1/Prmol or 1/Scmol
�the inverse of the laminar Prandtl or Schmidt number�. However,
it should be mentioned that the inverse Prandtl numbers, 	k�	�
�	 , in Eqs. �2� and �3� are determined by simply setting 	0
�1.

Three combustion models were used, including the eddy-
dissipation �EDS�, eddy-dissipation/finite-rate and probability
density function �PDF� models. The EDS model is based on the
work of Magnussen and Hjertager �13�, which has been widely
accepted in diffusion flame modeling �14�. For this model, a one-
step global chemical reaction is assumed,

C3H8�5�O2�3.76N2��3CO2�4H2O�5�3.76N2 (6)

and the reaction rate is governed by turbulent mixing, or the large-
eddy mixing time scale, k/� . The net rate of reaction of species
‘‘i’’ is given by the smaller of the two following expressions in
kg/m3 s,

Ri� iM iA�
�

k
min� Y C3H8

C3H8
M C3H8

,
Y O2

O2
M O2

� (7)

Ri� iM iAB�
�

k

�Y CO2
�Y H2O�

�CO2
M CO2

�H2OM H2O�
(8)

where Y is the mass fraction,  stands for the stoichiometric co-
efficient, M represents the molecular weight, and the empirical
constants, A�4.0 and B�0.5.

For the EDS-finite-rate model, an additional constraint to the
propane-air combustion, a global chemical reaction rate from
Westbrook and Dryer �15�, was included,

RC3H8
�A exp��E/RT ��C3H8�0.1�O2�1.65 �kmol/m3 s� (9)

where the pre-exponential factor, A�4.836�109 and the activa-
tion energy, E�1.256�108 J/kmol. The net reaction rate at each
point in the flow-field is determined by the smallest one among
the three expressions �7�, �8�, and �9�.

The last combustion model is based on the mixture fraction
approach with an assumption of fast chemistry �16�. It offers
many advantages over the EDS and EDS-finite-rate models. It
allows intermediate �radical� species prediction, dissociation ef-
fects, and more rigorous turbulence-chemistry coupling. The mix-
ture fraction can be written in terms of atomic mass fraction as,

f �
Zi�Zi ,ox

Zi ,fuel�Zi ,ox
(10)

where Zi stands for the elemental mass fraction of element, ‘‘i,’’
Zi ,ox and Zi ,fuel denote the elemental mass fraction of ‘‘i’’ at the
oxidizer and fuel inlets, respectively. It is a common practice to
assume that all species have the same diffusivity in turbulent
flows. As a result, the mixture fraction becomes a conserved quan-
tity, and the transport equations for the mean mixture fraction and
its variance may be simplified as

�•��v f̄ ���•� � t

� t
� f̄ � (11)

and

�•��vf �2���•� � t

� t
� f �2��Cg� t��2 f̄ ��Cd�

�

k
f �2 (12)

where f �� f � f̄ , and the constants � t , Cg , and Cd take the val-
ues of 0.85, 2.86, and 2.0, respectively.

With the fast chemistry assumption, the chemical equilibrium
calculation based on the minimization of Gibbs free energy can be
used to determine the combustion system. For a defined combus-
tion system, the instantaneous mole fractions of individual spe-
cies, density and temperature at each point in the flow-field can be
exclusively determined from the instantaneous mixture fraction in
the adiabatic condition. When heat loss is concerned, as in the
present study, the relationship may be generalized as

� i�� i� f ,H � (13)

where � represents the instantaneous species mole fraction, den-
sity or temperature, and H is the instantaneous enthalpy.

The turbulence-chemistry interaction is accounted for by the
�-function probability density function �PDF�, p( f̄ , f �2), which is
determined solely by the mean and variance of mixture fraction
�17�. The time-averaged values of species mole fractions and tem-
perature are computed as

� i��
0

1

p� f̄ , f �2�� i� f ,H �d f (14)

Eighteen species were considered for the PDF model, including
C3H8 , CO2 , H2O, O2 , N2 , CO, HO, H, O, H2 , C3H6 , C2H6 ,
C2H4 , CH4 , CH3 , CH2 , CH, and C�s�. The selection of these
species was based on the basic chemical kinetics �18� and the
requirements for emission modeling. To avoid complex equilib-
rium combustion processes in the rich flame region �it often does
not represent the real combustion process�, when the instanta-
neous equivalence ratio exceeded 1.75, the combustion reaction
was considered extinguished and unburned fuel coexisted with
reacted products.

NOx Modeling. As NOx occurs in trace quantities and has
negligible effect on the flow-field, it is accordingly postprocessed
�3–7�. Furthermore, for most flames, NO is predominant in NOx
emission, with oxidation to NO2 in a postflame process that does
not affect the total NOx , and N2O emission is less significant �2�.
Therefore, a mass transport equation only for NO is solved for the
NOx emission study,

�•��vY NO���•� �
�eff

Sct
�Y NO��SNO (15)

where Y NO is the mean mass fraction of NO and Sct is the turbu-
lent Schmidt number.

The source term, SNO , in Eq. �15� is the sum of three NO
formation and depletion rates, i.e., thermal NO, prompt NO and
NO reburning. The thermal NO formation rate is determined by
the extended Zeldovich mechanism,

O�N2⇔N�NO

N�O2⇔O�NO (16)

N�OH⇔H�NO

With the steady-state approximation for N and the partial equilib-
rium for H, suggested by Westenberg �19�, the thermal NO can be
obtained by the following equation in g mol/m3 s,

d�NO�

dt
�2K1�O��N2�

� 1�
k�1k�2�NO�2

k1�N2�k2�O2� �
� 1�

k�1�NO�

k2�O2��k3�OH� �
(17)

where the reaction rates, k1�1.8�108e�38,370/T, k�1�3.8
�107e�425/T, k2�1.8�104Te�4680/T, k�2�3.81�103Te�20,820/T,
and k3�7.1�107e�450/T, based on Hanson and Salimian’s work
�20�.
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To calculate the thermal NO formation rate with Eq. �17�, the
local values of temperature and species concentrations of O2 and
N2 are obtained from the flow-field simulation. To find the O and
OH concentrations, two approaches, equilibrium and partial equi-
librium, are considered. For the equilibrium approach �19,21,22�,
the O concentration is estimated using the following expression in
g mol/m3,

�O��3.97�105T�1/2�O2�1/2e�31,090/T (18)

in the case of the EDS combustion model. For the PDF combus-
tion model case, the predicted local O concentration is used in the
simulation. For the equilibrium approach, the effect of OH is ne-
glected by simply setting �OH��0 in Eq. �17�.

For the partial equilibrium approach, Eq. �18� is replaced by the
following expression �22,23�,

�O��36.64T1/2�O2�1/2e�27,123/T (19)

and according to Baulch et al. �24� and Westbrook and Dryer �15�,
the OH concentration is estimated as,

�OH��2.129�102T�0.57e�4595/T�O�1/2�H2O�1/2 (20)

The prompt NO is less significant in turbulent diffusion flames
�2�. However, its formation involves a complex series of reactions
and many possible intermediate species, with some uncertainties
in the reaction mechanisms and rate parameters �1�. To avoid
complex hydrocarbon combustion mechanisms, De Soete �25�,
based on the experimental data, derived a global empirical expres-
sion to estimate the prompt NO formation rate for C2H4 –air
flames. This approach was further developed to account for the
effects of fuel type and fuel/air ratio for gaseous aliphatic alkane
hydrocarbon fuels in a range of equivalence ratio from 0.6 to 1.6
�22,26,27�. The overall prompt NO rate is given by the following
equation in g mol/m3 s,

d�NO�

dt
� f kpr�O2�a�N2��C3H8�e�E/RT (21)

where f �4.75�0.0819n�23.2��32�2�12.2�3 with n the
number of carbon atoms per molecule for the hydrocarbon fuel
and � the equivalence ratio, kpr�6.4�106 and E
�72,500 cal/g mol. The oxygen reaction order in Eq. �21� is esti-
mated by the following expression:

a��
1.0 �XO2

��4.1�10�3

�3.95�0.9 ln�XO2
� 4.1�10�3��XO2

��1.11�10�2

�0.35�0.1 ln�XO2
� 1.11�10�2��XO2

��0.03

0 �XO2
��0.03

(22)

where �XO2
� is the oxygen mole fraction.

The NO reduction is modeled by the following three reactions
proposed by Bowman �21�,

CH�NO⇔HCN�O

CH2�NO⇔HCN�OH (23)

CH3�NO⇔HCN�H2O

The total NO depletion rate is given by

d�NO�

dt
��k1�CH��NO��k2�CH2��NO��k3�CH3��NO�

(24)

in g mol/m3 s, where k1�1�108, k2�1.4�106e�550/T and k3

�2�105 for 1600 K�T�2100 K.
It should be noted that the above kinetic mechanisms and re-

lated parameters �Eqs. �17�–�24�� were derived from laboratories
using either premixed laminar flames or shock-tube tests, and

therefore the turbulent mixing effect on NO formation must be
considered. Similar to the PDF combustion model, the turbulence-
chemistry interaction is modeled by a �-function probability den-
sity function, p(T̄ ,T�2), in the present study. Assuming equal pro-
duction and dissipation in the differential transport equation,
the variance of temperature was calculated by the following
expression:

�2�
� tkCg

��Cd
� � �T̄

�x � 2

�� �T̄

�y � 2

�� �T̄

�z � 2� (25)

where Cg�2.86 and Cd�2.0.
To account for the heat radiation between the gas mixture and

combustion chamber walls, the discrete ordinates radiation model
�28� was employed. The absorption coefficient of gaseous mixture
was determined from the local species mass fractions in the mix-
ture. At the wall boundaries, an enhanced wall boundary treatment
was applied. In this approach, an enhanced two-layer model �29�
was combined with enhanced wall functions �30�, where the vis-
cous region and the fully turbulent region were smoothly blended.

Polynomials were used to calculate the specific heat of species
as a function of temperature. These polynomials were determined
from the JANAF tables for the case of the PDF model; while in
the case of the EDS and EDS-finite-rate models, the polynomials
from Ref. �31� were used, where the chemical dissociation was
considered. For other thermal properties such as molecular viscos-
ity, thermal conductivity, diffusivity and absorption coefficient,
the values at 900 K were used.

Boundary Conditions. The fuel mass flow rate was 16.2 g/s
and the airflow rate was 550 g/s, and the corresponding equiva-
lence ratio was 0.55. A turbulence intensity of 10% and hydraulic
diameters �4� cross-section area/wetted perimeter� were used to
estimate turbulence dissipation rate and kinetic energy at the fuel
and air inlets. For both flows, the inlet temperature was 293 K.

The boundary temperatures were defined based on the experi-
mental measurements or observations. A room temperature of 293
K was assigned to the inlet section walls, and the upstream edges
of the combustion chamber and ceramic insulation walls. A linear
temperature profile from 294 K to 405 K was specified along the
axial outer boundary of the ceramic insulation. The temperature of
the outer boundary of the exit nozzle was set to 823 K. The same
temperature was assigned to the downstream edge of the combus-
tion chamber wall since its heat resistance was much smaller than
the ceramic insulation �the thermal conductivity is 25 W/m K for
the stainless steel, while only 0.1 W/m K for the ceramic insula-
tion�. A linear temperature profile from 823 K to 405 K was as-
signed to the downstream edge of the insulation wall. The pres-
sure at the combustor exit was set to the atmospheric value.

Solution Methods. A segregated solver with a second-order
accurate scheme was used to resolve the flow-field. At conver-
gence, the normalized residuals of flow variables were about or
less than 10�5 in all test cases. The monitored axial velocities at
two points in the shear layer downstream of the flame holder
remained unchanged at least for the first four digits. A LINUX PC
server with two Pentium 2.8-GH CPUs and 4-GB RAM was used
to perform all simulations.

Results and Discussion

Velocity Distributions. The upper half of Fig. 2 shows the
axial velocity contours and flow path-lines obtained with the PDF
combustion model. The lower half of the figure presents the ex-
perimental data with the zero axial velocity lines specified. The
contour plot provides a whole picture of comparison between the
numerical and experimental results. The flow patterns in the com-
bustion chamber are well captured by the numerical simulation.
Two recirculation zones are formed behind the flame-holder al-
though, in the experimental case, the central recirculation zone is
not completely resolved and no flow path-lines are drawn due to
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the limited data points. The central recirculation zone created by
the fuel jet is completely confined within the annular recirculation
zone created by the annular air jet. This implies that the transpor-
tation of fuel into the flow-field is realized only by the laminar and
turbulent diffusion through the annular recirculation zone. As ex-
pected, another separated flow zone is observed at the upper left
corner in the combustion chamber.

The axial velocity contours and flow path-lines for the EDS
model are similar to those for the PDF model. It is also true for
the case of the EDS-finite-rate combustion model, except that the
annular recirculation zone is a little larger than the other two
cases. The contour plots for the EDS and EDS-finite-rate models
are not illustrated here due to the limited space.

Figure 3 presents the axial velocity profiles along the combus-
tor centerline for the three combustion models and compared with
the experimental results. The predicted trend and magnitude agree
fairly well with the experimental data, particularly for the PDF
model. From x�80 mm, where the negative axial velocity is close
to its peak value, up to x�360 mm, the predicted axial velocities
agree well with the experimental data for all three models. The
maximum negative axial velocity is about �10 m/s. More remark-
ably, the reattachment point or the length of the recirculation re-
gion is excellently predicted �see both Figs. 2 and 3�. The pre-
dicted reattachment point, where the axial velocity is zero in Fig.
3, is 104 mm, 106 mm, and 108 mm for the EDS, EDS-finite-rate,
and PDF model, respectively. They are very close to the experi-
mental value of 104 mm.

Discrepancies are observed at x�55 mm. The predicted axial
velocities are lower than the measured values, and the predicted
velocity deficit region is wider than the experimental observation

for all three models. These are consistent with the observation in
Fig. 2, where the predicted central recirculation region is smaller
than the measurements.

Figures 4 and 5 give the detailed axial velocity profiles at cross
sections from x�30 mm to 360 mm. Again, the trend and magni-
tude are fairly well captured, except for the upstream section x
�60 mm. The axial velocity profiles downstream of the recircu-
lation region (x�120 mm) are in good agreement with the experi-
mental data for all three models although the deviation up to 4 m/s
can be found. Considerable discrepancies at sections x�30 mm
and 60 mm are attributed to the disagreement between the predic-
tion and measurement around the central recirculation zone.

In general, three combustion models show similar performance.
The fairly good agreements between the numerical results and
experimental data suggest that the RNG turbulence model com-
bined with the enhanced wall treatment is capable of predicting
the flow separation and recirculation behind the axisymmetric
bluff body, and the momentum mixing between the central wake
and annular air for similar combustion systems.

Temperature Distributions. The predicted temperature con-
tours from the PDF model are shown in the upper half in Fig. 6,
and compared with the experimental results in the lower half.
Owing to the limited physical access, the experimental data near
the flame-holder are not available. As a whole picture, the pre-
dicted temperature distributions are fairly well correlated to the
experimental data, except for the downstream portion within the
annular recirculation zone. In this region, the predicted tempera-
tures are higher than the measured values. This is due to the fact
that the predicted central recirculation zone is smaller than the
measurements as mentioned earlier. Fortunately, this small region
has little effect on the NO prediction since the NO emission
mainly occurs downstream of the recirculation region, as shown
later.

Similar temperature distributions are observed for the EDS
model results. However, the results from the EDS-finite-rate
model are poor, substantially different from the other two models
�not shown here due to the limited space�. The high temperature
region predicted by the EDS-finite-rate model is shifted about 125
mm upstream and the thermal wake region becomes shorter and
narrower in comparison with the experimental results or other two
cases. It should be mentioned that the EDS-finite-rate model re-

Fig. 2 Axial velocity contours and flow path lines

Fig. 3 Axial velocities along the combustor centerline

Fig. 4 Axial velocity profiles at cross sections xÄ30 mm to
160 mm
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sults were confirmed by switching combustion model from the
EDS to the EDS-finite-rate and iterating based on the converged
EDS solution with the fuel mass fraction patched in the flow-field,
and vice versa.

The detailed quantitative comparisons of temperature are given
in Figs. 7–9. Figure 7 shows the predicted and measured tempera-
ture profiles along the centerline of the combustor. In the range of
measurements �50 mm to 350 mm�, the predicted temperatures for
the PDF and EDS models agree fairly well with the experimental
values although the predicted profiles show peaks in the middle
portion, while the measurements tend to be flat. The maximum
temperature along the centerline reaches about 2150 K for the
EDS and PDF model, while the measured value is 1950 K. The
PDF model illustrates the best agreement among the three models.
Poor agreement is observed for the EDS-finite-rate model. The
temperature is overpredicted in the upstream region and underpre-
dicted in the downstream region.

Figures 8 and 9 show the temperature profiles at various cross
sections from x�52 mm to 353 mm for the three combustion
models. Again, the results obtained with the PDF and EDS models
agree fairly well with the experimental results, except for the most
upstream section and the region near the combustor wall. Poor
agreement of the EDS-finite-rate model is also observed, particu-
larly at two upstream sections.

From Figs. 6 to 9, it is found that the predicted temperatures
from the EDS and PDF models are higher than the measured

values in the center region from x�140 mm to 250 mm. The
maximum difference is about 200 K. The reasons may be twofold.
First, as mentioned earlier, the temperature was measured by a
0.25-mm thermocouple. Owing to the radiation and conduction
losses from the thermocouple, the measurement error could ex-
ceed 100 K over regions where the gas temperature was high and
the flow velocity was low �32�. The second reason may be that the
predicted thermal spreading is somewhat less than the experimen-
tal observations. This leads to the temperature near the combustor
wall underpredicted, as observed in Figs. 6 and 8–9.

Comparison of Figs. 8 and 9 with Figs. 4 and 5 indicates that
the thermal mixing between the annular air and the wake flow
behind the recirculation region is underpredicted although the mo-
mentum mixing is well captured. This suggests that different tur-
bulent Prandtl and Schmidt numbers should be used to more ac-
curately account for the thermal mixing.

Conjugate Heat Transfers. Figure 10 shows the temperature
contours in the inlet section and near the flame-holder. The tem-
perature gradually increases towards downstream and reaches
about 650 K at the downstream surface of the flame-holder, which

Fig. 5 Axial velocity profiles at cross sections xÄ200 mm to
360 mm

Fig. 6 Upstream temperature contours

Fig. 7 Temperature along the combustor centerline

Fig. 8 Temperature profiles at cross sections xÄ52 mm to 202
mm
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indicates that the flame-holder did not get very hot during opera-
tion. This is qualitatively consistent with the experimental obser-
vation, i.e., no deformation of the thin flame-holder was found
after all measurements. Figure 10 also shows that the flame starts
at the middle of the disk edge and spreads around the recirculation
envelope, where the recirculated mixture of hot gases and fuel
mixes with the fresh air and burns. This agrees with the experi-
mental fact that a carbon deposit was found at the middle of the
disk edge, which indicated where the combustion began.

Figure 11 illustrates the exterior conjugate heat transfer be-
tween the combustion products and the combustion chamber wall
and ceramic insulation. Steep temperature gradients in the ceramic
insulation are observed owing to its very low heat conductivity.
Large temperature gradients also occur near the downstream edge
of the stainless steel wall due to the large temperature difference
between the combustion products and the environment.

NO Modeling. As mentioned earlier, a reliable evaluation of
NO models depends on the correct prediction of both velocity and
temperature fields. In this study, both the velocity and temperature
fields are fairly well predicted by the RNG turbulence model,
combined with the discrete ordinates radiation model, and the
PDF and EDS combustion models. This provides a suitable base

for the evaluation of NO models. Since the EDS-finite-rate com-
bustion model fails to provide an acceptable temperature field, it
is not considered in the evaluation.

The sensitivity of various NO model options to the overall NO
formation was investigated. Figure 12 presents the results ob-
tained with the PDF combustion model at the cross section, x
�300 mm, where the NO concentration is high.

In Fig. 12, the full model profile indicated by the green line
represents the NO simulation considering the thermal, prompt and
reburn NO mechanisms, the partial-equilibrium O and OH ap-
proach, as well as the turbulence effect. Also plotted are curves
that evaluate various NO model options. It is found that the con-
tribution by the prompt NO, denoted by the dashed red line, is
negligibly small. This is attributed to a number of reasons. First,
the prompt NO, in general, is insignificant in turbine diffusion
flame combustors �2�. In the present case, the gaseous fuel with a
relatively low fuel/air equivalence ratio of 0.55 and long residence
time in the combustor, the prompt NO rate tends to be even lower.
Second, it mainly occurs within the recirculation region since this
region is fuel rich and close to the flame zone �1�. As shown in
Fig. 2, the air enters the recirculation region through laminar and
turbulent diffusion only because the fuel jet is completed confined
within the recirculation region. Consequently, the O2 mole frac-
tion within this region is very small ��0.001� and then the prompt
NO rate calculated with Eq. �21� is low. Third, the prompt NO
definition used here should be clarified. As mentioned by Bach-
maier et al. �26�, Fenimore �1971� divided the NO formation into
two parts: one due to the Zeldovich mechanism assuming O radi-

Fig. 9 Temperature profiles at cross sections xÄ233 mm to
353 mm

Fig. 10 Temperature contours near the flame holder

Fig. 11 Temperature contours near the insulation wall

Fig. 12 No profiles at xÄ300 mm, PDF combustion model

Journal of Engineering for Gas Turbines and Power JULY 2005, Vol. 127 Õ 489

Downloaded 02 Jun 2010 to 171.66.16.98. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



cals in equilibrium, and the rest including the Zeldovich mecha-
nism due to the non-equilibrium effect of O radicals and the
prompt NO mechanism as well. However, in the present study, the
NO formation due to the nonequilibrium effect of O radicals is
excluded from the prompt NO calculation. Finally, the equiva-
lence ratio of 0.55 is slightly below the lower limit of Eq. �21�,
and the extrapolation may have caused some error.

Figure 12 also shows that the NO reburn mechanism �right
triangles� has negligible effect on the overall NO generation. This
may be attributed to the low concentrations of CHi and NO for the
present operating conditions. Consequently, the reduction of NO
through the three reactions in Eq. �23� is negligible. This is con-
sistent with the observation by Ishii et al. �33�, where the effects
of various NO model options on the NO prediction in a gas-fired
regenerative furnace were studied.

Furthermore, Fig. 12 also indicates that the third reaction of the
extended Zeldovich mechanism �Eq. �16��, denoted by left tri-
angles, has negligible effect on the overall NO formation. By
examining the order of magnitude, the effect of OH on the overall
thermal NO formation is found to be minor in general. For the
gaseous fuel and relatively low equivalence ratio, the peak tem-
perature is relatively low and the OH concentration is very small.
Consequently, the effect of OH on the predicted thermal NO rate
�Eq. �17�� can be neglected. This is also consistent with Ishii’s
observation �33�.

The importance of using the partial-equilibrium approach for O
and OH radicals to calculate the thermal NO formation rate has
been recognized by many researchers �1,4,7,33�. As shown in Fig.
12, the NO formation obtained with the local O and OH concen-
trations predicted by the PDF model is significantly lower than
that from the full model. This agrees with Ishii’s observation �33�,
where the predicted average values were compared with the ex-
perimental data at the devices exits.

The remarkable effect of the flow turbulence on the NO forma-
tion rate is also included in Fig. 12. The computed results using
the mean flow parameters, denoted by the black line, are much
lower than the other cases. This supports the earlier statement that
the NO modeling is closely related to the flow characteristics and
turbulent mixing properties.

Similar results were also observed for the EDS combustion
model case, except for the effect of the reburn mechanism since
the local species concentrations of CH, C2H, and C3H were not
available in the simulations with the EDS combustion model.

Figure 13 compares the predicted NO contours from the EDS
combustion model �top� and the experimental data �bottom�. The
numerical results were obtained with the thermal and prompt NO
mechanisms, the partial-equilibrium O and OH approach, as well
as the turbulence effect. The values are in reasonable agreement
with the experimental results. The predicted maximum NO is 55.0
ppm, which is very close to the experimental value of 54.2 ppm.
There are discrepancies between the numerical and experimental
results. The predicted NO region is a little wider and shifted about
70 mm downstream in comparison with the measurements. A
similar NO contour plot is observed for the PDF combustion
model case, however, the predicted NO magnitudes are lower than
those for the EDS model case.

Figure 14 presents the detailed quantitative comparisons be-
tween the numerical and experimental results. The NO profiles at
cross sections, x�51 mm to 290 mm are drawn for both the EDS
and PDF combustion models. All numerical results were obtained
with the thermal and prompt NO, the partial-equilibrium O and
OH, and the turbulence effect. The reburn mechanism was also
included in the PDF combustion model case. At downstream sec-
tions, the trend and magnitude are fairly correlated with the mea-
surements, particularly for the EDS model results. At upstream
sections, large deviations are obvious due to the downstream shift
of the NO region, as shown in Fig. 13. This may suggest that the

NO formation mechanisms and related parameters obtained from
laboratories should be modified to properly account for the time
delay of NO formation in practical combustors.

There are considerable differences between the EDS and PDF
combustion model results. This is mainly attributed to the minor
differences in the temperature fields. As shown in Figs. 8 and 9,
the predicted temperature profiles with the PDF model are slightly
lower than those from the EDS model, except for the first section.
Although these temperature differences are small, for example,
the difference in the maximum temperature is only 27 K, they can
cause substantial discrepancies in the predicted NO magnitudes.
As pointed out by Correa �2�, the thermal NO formation is very
sensitive to the temperature change, and a temperature perturba-
tion of 90 K can double the thermal NO formation rate at tem-
perature around 2200 K. The NO prediction results from the PDF
will be further studied by reconsidering the species selection.

Considering the difficulties involved for accurate NO prediction
and the fact that the maximum NO emission is less than 60 ppm in
the present case, the current results are very encouraging. This
indicates that the semiempirical, postprocessing, NO model can
provide reasonable results for practical combustion systems
as long as the temperature and velocity fields are adequately
predicted.

Fig. 13 Comparison between measured and predicted NO for
EDS combustion model

Fig. 14 NO profiles at xÄ51 mm to 291 mm
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Conclusions
A propane diffusion flame combustor with the interior and ex-

terior conjugate heat transfers was numerically studied with three
combustion models, i.e., the EDS model, the EDS-finite-rate
model and the PDF model. Also used were the RNG k – � turbu-
lence model, the discrete ordinates radiation model and various
NO models. The results were compared with the comprehensive
experimental measurements.

The detailed flow patterns and mean velocity profiles are well
captured by all three combustion models. More importantly, the
recirculation length is excellently predicted. For the temperature
field, the results obtained from the PDF and EDS models agree
fairly well with the experimental results. However, the EDS-
finite-rate model fails to provide an acceptable temperature field.

The proper predictions of velocity and temperature fields pro-
vide a reliable base to evaluate the NO emission models. For the
present conditions, the prompt NO, the NO reburn mechanism and
the third reaction of the extended Zeldovich mechanism do not
add to the overall NO formation. On the contrary, the nonequilib-
rium O and OH approach and the flow turbulence have significant
effects on the NO formation. The NO values predicted by the
semiempirical NO model and the EDS or PDF combustion model
are promising in comparison with the experimental results. The
downstream shift of the predicted NO region should be further
studied and modifications to the current NO models might be
necessary.
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Laser-Based Investigations of
Periodic Combustion Instabilities
in a Gas Turbine Model
Combustor
The driving mechanism of pulsations in gas turbine combustors depends on a complex
interaction between flow field, chemistry, heat release, and acoustics. Experimental data
on all these factors are therefore required to obtain insight into the coupling mechanisms
during a pulsation period. In order to develop a comprehensive experimental database to
support a phenomenological understanding and to provide validation data for numerical
simulation, a standard burner for optical investigations was established that exhibits
strong self-excited oscillations. The burner was a swirl-stabilized nonpremixed model
combustor designed for gas turbine applications and operated using methane as fuel at
atmospheric pressure. It was mounted in a combustion chamber, which provides almost
unobstructed optical access. The periodic combustion instabilities were studied by a va-
riety of phase-resolved laser-based diagnostic techniques, locked to the frequency of the
dominant pressure oscillation. Measurement techniques used were LDV for velocity mea-
surements, planar laser-induced fluorescence for imaging of CH and OH radicals, and
laser Raman scattering for the determination of the major species concentrations, tem-
perature, and mixture fraction. The phase-resolved measurements revealed significant
variations of all measured quantities in the vicinity of the nozzle exit, which trailed off
quickly with increasing distance. A strong correlation of the heat release rate and axial
velocity at the nozzle was observed, while the mean mixture fraction as well as the
temperature in the periphery of the flame is phase shifted with respect to axial velocity
oscillations. A qualitative interpretation of the experimental observations is given, which
will help to form a better understanding of the interaction between flow field, mixing, heat
release, and temperature in pulsating reacting flows, particularly when accompanied by
corresponding CFD simulations that are currently underway. �DOI: 10.1115/1.1850498�

Introduction
The control of combustion instabilities has become a major

issue in the design of rocket motors �1�, jet engines �2�, and in-
dustrial gas turbines �3�. Lean premixed combustors, which allow
a substantial reduction of pollutant emissions of gas turbines, are
particularly susceptible to thermoacoustic oscillations. These in-
stabilities affect the operating range, reliability, and lifetime of an
engine and impose additional design requirements.

Thermoacoustic instabilities in turbulent combustion are the re-
sult of a complex interaction between flow field, acoustics, chemi-
cal kinetics, nonstationary heat release, and pressure fluctuations.
The situation is especially complex for swirl flames relevant for
gas turbine combustors. Although the mechanisms responsible for
amplification, self-sustenance, or damping of combustion-driven
acoustic oscillations are far from being fully understood, success-
ful control of instabilities has been demonstrated using both pas-
sive �4� and active methods �5–7�. Various modeling approaches
have been reported in the literature as well �8–10�. Passive con-
trol has the advantage of easy implementation, but is specific for
an individual configuration. Active control is based on the modi-
fication of the flame transfer function �11� and therefore requires
knowledge of the burner response to perturbations. With few ex-
ceptions, little data is available on the response of a swirl flow to
active modulation of flame parameters �12�.

A systematic development of strategies for both active and pas-
sive control mechanisms can profit from a better understanding of
the mechanisms that govern the generation of combustion insta-
bilities, as well as their response to modulation of the flame trans-
fer function. Comprehensive measurements of a multitude of ob-
servables in a standardized burner, which cover more than a single
feature like acoustic characterization or flow field, can help
to gain a deeper insight into the dynamics of combustion
instabilities.

The purpose of this study was therefore to compile an extensive
experimental database on a combustor with practical relevance.
These data characterize the relevant properties responsible for the
formation of periodic instabilities. Among those are the flow field,
heat release, pressure pulsation, temperature, and gas composi-
tion. The data obtained may serve as a basis for the validation of
numerical models, but at the same time also for a phenomenologi-
cal understanding of the causality of events that lead to the for-
mation of combustion oscillations. The multitude of different ob-
servations in a standard burner results in a much clearer picture of
the interactions between different phenomena that drive combus-
tion instabilities compared to a single measurement. Both
approaches—numerical simulation and phenomenological
interpretation—lead to the ultimate goal to derive design tools for
combustors that allow a stable operation over a wide range of
operating conditions. The experimental methods used in this study
to obtain these experimental data include laser-based techniques
like Laser-Doppler velocimetry �LDV�, Raman scattering, and
planar laser-induced fluorescence �PLIF� for phase-resolved mea-
surements of flow field, gas composition, temperature, and heat
release, respectively. The optical techniques were accompanied by
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acoustic measurements for the identification of the instability re-
gions of the burner, as well as to generate a phase-coupled trigger
signal for the lasers and detection system from the plenum, and to
determine the phase shift between the acoustic waves in the ple-
num and the combustor.

Experimental

Combustor. A schematic view of the combustor selected as a
standard system for optical investigations is shown in Fig. 1. The
burner is a modified version of a gas turbine combustor with air
blast nozzle for liquid fuels �13�. Gaseous fuel is injected from an
annular slot between two corotating airflows. The slot has a width
of 0.5 mm and is separated along its circumference into 72 sec-
tions with an area of 0.5�0.5 mm2 by cross pieces extending 5
mm deep into the slot; this design suppresses any swirl in the fuel
flow before entering the combustion chamber. The inner air nozzle
has a diameter of 15 mm; the outer annular air nozzle has 17 and
25 mm inner and outer diameter, respectively. The outer nozzle
extends into a contour with a 40 mm outer diameter. The inner air
and the fuel nozzle are recessed upstream with respect to the exit
of the outer air nozzle by 4.5 mm. Both partial airflows are fed
from a common plenum chamber with air at room temperature.
Details of the nozzle, as well as results of flow field measure-
ments, have been reported by Lehmann �14�.

The combustion chamber has a square 85�85 mm2 cross sec-
tion with a length of 114 mm, ending through a contoured transi-
tion in a circular exhaust with a 40 mm inner diameter. The four
sidewalls of the chamber consist of quartz plates with a thickness
of 1.7 mm, which are held in place by four steel rods. This design
allows almost unobstructed optical access from all sides. A
Brüel&Kjaer 4938 microphone is installed in the plenum to fol-
low the pressure fluctuation; in addition, its pulse-shaped output is
used as a trigger source for the diagnostic setup. The microphone
is flush mounted on the side wall of the plenum chamber. A FFT
analyzer is used to monitor and to record the frequency character-
istic and the temporal variation of the fluctuating pressure.

A second microphone probe in one of the rods holding the
windows allowed recording the acoustic signal in the combustor.
It was mainly used to measure the phase shift between the acous-
tic waves in the combustor and the plenum. Its signal was less
suitable as a trigger source for the optical measurement system,
because it was affected by random combustion noise to a larger
extent compared to the plenum signal.

The burner was operated at an atmospheric pressure with meth-
ane as fuel. The pressure drop across the nozzle was not mea-
sured. Mass flows for fuel and air were 0.18 and 3.76 g/s, respec-
tively, corresponding to an equivalence ratio of ��0.75 at a
thermal power of 10 kW. Fuel and air mass flows were kept con-
stant using electronic mass flow controllers �Tylan FC-2925V for
air, Brooks 2851 for CH4); these controllers depend on a large
pressure drop, which, in combination with a several meters long
elastic supply tube to the plenum, damped efficiently any pressure
fluctuations from the supply lines. Because of their long response
time of �100 ms, no additional oscillations could be induced by
the controllers themselves. A swirl number of 0.55 was calculated
from the measured velocity components at this operating point.
Under these conditions, the flame exhibits a strong acoustic oscil-
lation at 290 Hz.

Diagnostic Techniques. Details of the velocity measurements
have been reported in Ref. �14�. A DISA/DANTEC LDV system
was used in combination with an Ar� laser for the measurement
of the axial �u� and radial (v) velocity component. At each loca-
tion in the flame, 10 000–15 000 individual measurements were
performed, while the pressure signal was recorded simultaneously.
This allowed assignment of each velocity measurement to a phase
angle of the acoustic oscillation in a postprocessing step.

The experimental arrangement for phase-resolved planar LIF
measurements of OH, formaldehyde, and CH is described in �15�.
OH radicals can exist over a large region of space and indicate the
presence of hot products of combustion as well as the flame front.
Formaldehyde is formed in low-temperature combustion pro-
cesses �cool flame chemistry� and reflects fuel-rich regions of
moderate temperatures. Although these two species can contribute
to the visualization of flame structures and mixing properties,
measurements of H2CO will not be considered here; the focus will
be on PLIF imaging of the CH radical. Its time-averaged concen-
tration distributions can—with some restrictions—be regarded as
a qualitative measure for heat release rates �16�; therefore, the
change of CH concentrations over a phase of the acoustic oscilla-
tion provides valuable information about the interaction of pulsa-
tion pressure and heat release, which is a key building block for
the understanding of thermoacoustic flame effects.

LIF signals are affected by quenching, which reduces the frac-
tion of radicals that emit the excitation energy by radiation, in-
stead of nonradiative collisional deactivation. Quenching rates de-
pend on the temperature and chemical environment and are
therefore difficult to quantify. However, in the case of OH, it has
been shown that in nonpremixed methane/air flames, even under
unfavorable circumstances, the relative error caused by ignoring
the variation in quenching rates leads to an error of 20% or less
for the measured relative OH densities �17�. This is because OH
exists in detectable quantities only in a small range of tempera-
tures and mixture fractions. The same argument holds for CH,
although less information on quenching is available for this
radical.

Time-resolved, i.e., single-pulse images of CH radical distribu-
tions are characterized by small turbulent structures with large
spatial and temporal fluctuations. They have the shape of strongly
wrinkled, thin strings or sometimes closed loops, which can be
expected if a laser sheet cuts through a very thin flame front
forming the surface of a corrugated volume. Examples of single-
pulse CH images can be found in �15�. Averaging up to 500 im-
ages was therefore necessary to isolate phase angle-dependent
structural variations from the stochastic fluctuations resulting
from turbulence.

Laser Raman scattering was used for the pointwise simulta-
neous measurements of the concentrations of all major species
(O2 ,N2 ,CH4 ,H2 ,CO,CO2 ,H2O). A pulsed flash lamp pumped
dye laser at a wavelength of 489 nm was used to induce Raman
scattering. Its pulse output energy was about 3 J in a pulse length
of �3 �s. The spatial resolution, which is given by the diameter
of the focused laser beam and the geometry of the detection sys-

Fig. 1 Schematic view of combustor
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tem, was 0.6�0.6 mm. Quantitative number densities were de-
rived from measured Raman signals by calibration measurements
for each individual compound. Instantaneous values for mixture
fractions could be derived from the set of species concentrations,
and the temperature information was obtained from the total num-
ber density using the ideal gas law �18�. The measurement uncer-
tainty for the mean values is typically 3%–4% for the temperature
and mixture fraction, the single-pulse uncertainties are 4%–5%.

Results
The two photographs of the flame shown in Fig. 2 correspond

to a ‘‘quiet’’ operating point, i.e., a condition with no dominant
acoustic oscillation, and a state with a strong self-excited oscilla-
tion at a frequency of about 290 Hz. The visible appearance of the
flame changes significantly when it enters the oscillating mode;
the flame appears to be localized closer to the burner faceplate.
This is in agreement with the results of the CH PLIF and Raman
measurements, as will be discussed later. The occurrence and in-
tensity of this oscillation depends strongly on the equivalence ra-
tio; the 290 Hz oscillation is found in the region between ��0.7
and 0.8. The acoustic response of the system surely plays a key
role for the sustenance and amplification of a periodic instability;
however, this observation suggests that the origin of this effect is
not purely of an acoustic nature. Furthermore, the instability is not
a Helmholtz-type oscillation, because the frequency shows little
response to variation of the combustion chamber or plenum
geometry.

The following results will be presented as phase-averaged mea-
surements of velocity, concentrations, and temperatures. The
phase angles referred to in this section are defined such that 0 deg
corresponds to minimum pressure in the plenum. It was found that
the pressure in the plenum lagged behind the combustor pressure
with a frequency-dependent phase difference; for the 290 Hz os-
cillations investigated here, the delay was about 50 deg. This
value is consistent with the different transit times for a sound
wave from the nozzle to the positions of the microphone probes in
the combustor and the plenum, respectively.

Figure 3 shows two PLIF images of OH with a phase angle
difference of 180 deg. The size of the images is 85�62 mm2, i.e.,
they cover the entire width of the combustion chamber. The lower
edge of the light sheet ends about 2 mm above the burner face-
plate. The lower intensity on the left side of both images results
from a slight absorption of the laser light across the flame. The
black horizontal lines mark a distance of 5 mm above the nozzle,
where temperature profiles have been calculated from Raman
measurements �see below�. It can be seen that considerable differ-
ences between average distributions at different phase angles can
be found in a region near the burner axis up to 15–20 mm above
the nozzle, as well as very close to the faceplate, while at larger
distances downstream, the phase-dependent fluctuations trail off.
Figure 4 shows CH LIF distributions in a close-up of the area
where significant phase-dependent effects were found in the OH
images. Under lean conditions, OH concentrations remain high as
long as the temperature is high.

The fact that OH is found at large distances from the burner
therefore suggests that high temperatures prevail at a larger dis-
tance. This qualitative result is in agreement with temperature data
from Raman measurements. Conversely, CH is found only in re-

gions where heat release takes place, and is removed quickly
when reactants are consumed. The CH images therefore show that
the heat release zones are limited to a region up to 25 mm above
the burner and 35 mm radial distance. The shape and size of this
region changes with phase angle. Since CH distributions are a
qualitative measure for local heat release rates, integration of the
CH LIF intensities over an image yields a relative total average
heat release rate at each phase angle.

Radial profiles of the average axial and radial velocity compo-
nents u and v at a distance of 1 mm from the burner are shown in
Fig. 5. Two of the curves—for 90 deg and 270 deg—refer to the
same phase angles as in Fig. 4. It can be seen that just like for OH
and CH, the largest changes of the axial velocity u with phase
angle are found near the burner axis. A strong inner recirculation

Fig. 2 Photographs of steady „a… and oscillating flame

Fig. 3 OH LIF images for two phase angles with 180 deg phase
angle separation

Fig. 4 CH LIF distributions at �Ä90 deg „top… and 270 deg
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zone is observed, with upstream velocities varying between 0 and
8 m/s depending on the phase angle. In contrast, at radial dis-
tances r�12 mm, the profiles of the radial velocity v show little
change over a period of the oscillation. The negative values at r
�15 mm indicate the presence of an outer recirculation zone. The
highest axial velocities are found between the inner and outer
recirculation zones at radial positions between 5 and 15 mm,
where fuel and air from the nozzle flow into the chamber.

While velocity profiles could be measured as close as 1 mm to
the burner, the smallest axial distance for the Raman measure-
ments was 5 mm from the nozzle exit. Figure 6 shows radial
profiles of the temperature at this location. Again, a large variation
with the phase angle can be noticed near the burner axis. The
lowest temperatures are found in a region around r�15 mm, be-
tween the inner and the outer recirculation zone, where cold air is
injected and mixes with hot combustion products. The shape of
the temperature profile is in good qualitative agreement with the
OH images at the same axial distance �Fig. 3�, where the highest
concentrations are found on the axis and a minimum in the mixing
region. The high temperatures and OH concentrations on the
burner axis, in connection with the large negative axial velocity

component close to the nozzle at phase angles around ��270 deg,
indicate that the inner recirculating flow transports hot combustion
products upstream close to and even into the inner nozzle during
this phase of the acoustic cycle.

The simultaneous measurement of multiple species concentra-
tions allows the calculation of local mixture fractions, which play
an important role on ignition and flame propagation properties. As
an example mixture fraction distributions �left� and temperatures
�right� are shown in Fig. 7 for the 90 deg and 270 deg phase angle,
respectively. A stoichiometric mixture corresponds to a mixture
fraction of 0.055 for this flame. It is interesting to note that a
region with a near stoichiometric condition, which is localized
near the fuel nozzle exit at ��270 deg, spreads outward to the
region of high heat release rates at ��90 deg.

Discussion
When the observations of different measured quantities and

their evolution over a period of the acoustic oscillation are com-
bined, some conclusions can be drawn about effects and causal
links that drive the instability. In the following, we will attempt to
give a qualitative explanation of the mechanisms that link acous-
tic, thermodynamic, and aerodynamic effects to sustain a periodic
instability in this particular burner configuration.

As mentioned before, at ��270 deg, there is a noticeable pen-
etration of hot burnt gases into the inner nozzle, leading to mixing
and preheating of air near the axis. At this point, high mixture
fractions, i.e. CH4 concentrations, are observed near the fuel
nozzle. After this, the negative axial velocity component becomes
smaller; the inlet flow carries fuel-enriched gas toward the flame
zone. Half a period later, at ��90 deg, the u component near the
axis is at its maximum, and the fuel has been transported to the
flame region, where near-stoichiometric mixtures are found now,
as shown on the top of Fig. 7. For a typical flow velocity of about
10 m/s, the flow needs about 1.5 ms to be transported from the
nozzle to the flame region at a distance of about 15 mm. This time

Fig. 5 Axial „top… and radial „bottom… velocity profiles for four
phase angles at 1 mm distance from the burner

Fig. 6 Radial temperature profiles for four phase angles at 5
mm distance from the burner

Fig. 7 Mixture fraction f „left… and temperature „right… at 90 deg
„top… and 270 deg „bottom… phase angle
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for half a period is in good agreement with the observed acoustic
frequency of 290 Hz. After this time, the temperature at the lower
part of the flame region has increased by more than 200 deg,
compared to ��270 deg. Hot combustion products that were
transported from the outer recirculation zone toward the flame
region, as indicated by the negative v component of the velocity,
have contributed to this heating. These developments are summa-
rized in Fig. 8. The stoichiometry and temperature are therefore
favorable for increasing reaction rates, resulting in an intensified
heat release, which varies in phase with temperature at h
�5 mm and r�12.5 mm. The observation of a variation of heat
release as a consequence of fluctuating mixture fraction has also
been reported by Lieuwen et al. �19�. The fact that the burner is
nonpremixed may therefore be essential for the occurrence of this
particular instability. The increased heat release is followed by a
thermal expansion, leading to a pressure rise in the combustor,
which could be detected by the microphone �see Fig. 8�. This
pressure increase is associated with higher axial velocities, com-
pared to the tangential velocity component, and therefore a lower
swirl number. Since the intensity of the inner recirculation de-
pends on swirl, this sequence of events tend to counteract the
initial situation, which is characterized by an intense inner recir-
culation zone and high mixture fractions only near the fuel nozzle
exit. This means that the driving mechanism for an enhanced heat
release becomes weaker. However, a lower heat release rate de-
creases thermal expansion and thus increases the swirl number,
therefore reestablishing the initial condition of a strong inner re-
circulation. Therefore, the feedback loop is closed, and another
cycle of the instability can start.

Conclusions
A combustor with features relevant for gas turbine applications

has been defined as a standard object for investigations of ther-
moacoustic instabilities. Multiple acoustic and laser-based mea-
surement techniques have been applied to provide a comprehen-
sive database that characterizes the variety of phenomena
associated with a self-excited periodic instability. It has been dem-
onstrated that a combined study of flow field, heat release and
acoustics forms the basis of a much better understanding of the
causal links that couple aerodynamic, thermodynamic, and acous-
tic phenomena, resulting in a periodic instability. More important,
such observations can assist in validating future numerical mod-
els, which are expected to assess the potential for combustion
instabilities already during the design phase of a combustor, inde-
pendent of a particular configuration.
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Evaluation of an Enhanced Bank
of Kalman Filters for In-Flight
Aircraft Engine Sensor Fault
Diagnostics
In this paper, an approach for in-flight fault detection and isolation (FDI) of aircraft
engine sensors based on a bank of Kalman filters is developed. This approach utilizes
multiple Kalman filters, each of which is designed based on a specific fault hypothesis.
When the propulsion system experiences a fault, only one Kalman filter with the correct
hypothesis is able to maintain the nominal estimation performance. Based on this knowl-
edge, the isolation of faults is achieved. Since the propulsion system may experience
component and actuator faults as well, a sensor FDI system must be robust in terms of
avoiding misclassifications of any anomalies. The proposed approach utilizes a bank of
�m�1� Kalman filters where m is the number of sensors being monitored. One Kalman
filter is used for the detection of component and actuator faults while each of the other m
filters detects a fault in a specific sensor. With this setup, the overall robustness of the
sensor FDI system to anomalies is enhanced. Moreover, numerous component fault events
can be accounted for by the FDI system. The sensor FDI system is applied to a nonlinear
simulation of a commercial aircraft gas turbine engine, and its performance is evaluated
at multiple power settings at a cruise operating point using various fault
scenarios. �DOI: 10.1115/1.1850505�

Introduction
In-flight sensor fault detection and isolation �FDI� is critical to

maintaining reliable engine operation during flight. The propul-
sion system is operated at demanded conditions by the aircraft
engine control system which computes control commands based
on sensor measurements. Any undetected sensor faults, therefore,
may cause the control system to drive the engine into an undesir-
able operating condition. If a sensor fails, it is crucial to detect and
isolate the fault as soon as possible so that such scenarios can be
avoided. A sensor FDI system which is capable of doing so with
high reliability is indispensable for flight safety enhancement. A
challenging issue in developing reliable sensor FDI systems is to
make them robust to other faults, besides sensor faults, that can
occur during flight. Engine component performance can degrade
gradually due to usage, and abruptly due to fault events such as
foreign or domestic object damage. Likewise, errors can exist be-
tween the commanded and actual actuator positions. Such anoma-
lies result in shifts in sensed engine variables from their nominal
values. Therefore, a sensor FDI system which is developed with-
out accounting for possible component or actuator faults may re-
sult in false alarms, missed detections, or misclassifications when
such faults do occur.

An approach to in-flight sensor FDI for aircraft propulsion sys-
tem was addressed by Merrill et al. �1� through the utilization of a
bank of Kalman filters. In this approach, each Kalman filter is
designed based on a specific hypothesis �such as the failure of a
specific sensor�. When a single sensor fails, only the one Kalman
filter with the correct fault hypothesis can maintain low residual
values, indicating that the specific sensor has failed. This work
was later extended by Kobayashi et al. �2� to account for not only
sensor faults, but also actuator and component faults. This ap-

proach exhibited improved robustness of the FDI system; how-
ever, the number of component fault events that could be ac-
counted for by the FDI system was limited to the number of
available sensors. In spite of such limitations, the previous re-
search �2� revealed potential areas for further improvement of an
FDI system. In this paper, lessons learned from the earlier work
are incorporated to enhance the bank of Kalman filters for an
in-flight sensor FDI application. The objectives of sensor FDI are
as follows:

1. Avoid missed detections: When a single sensor is faulty, it
must be correctly detected and isolated.

2. Avoid false alarms: Nonfault-related factors that exist in the
real environment, such as sensor noise and modeling uncer-
tainty, should not be diagnosed as a sensor fault.

3. Avoid misclassifications: Component or actuator faults
should not be misclassified as a sensor fault.

In this paper, a sensor FDI system is developed and applied to
a nonlinear simulation of a commercial aircraft gas turbine engine.
The FDI system performance is evaluated at multiple power set-
tings at a cruise operating point using various fault scenarios.

Development of Robust Sensor Fault Detection and Iso-
lation System

The problem approach to sensor FDI is similar to that of Ref.
�2�. A depiction of the propulsion system with the sensor FDI
system is shown in Fig. 1. During flight, the sensors, actuators,
and engine components are susceptible to failure. The sensor and
actuator faults dealt with in this paper are ‘‘soft’’ failures. Soft
failures are defined as inconsistencies between true and measured
sensor values �or true and commanded actuator position� that are
relatively small in magnitude and thus difficult to detect, whereas
‘‘hard’’ failures are large in magnitude and thus more readily de-
tectable. Soft failures can take different forms such as a fixed
scale factor, a fixed bias, a drift, or intermittent spikes. Among
these, only the fixed bias is considered in this paper for FDI evalu-
ation purposes, although the proposed FDI approach is applicable
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to other soft failure types as well. Engine component faults are
modeled in the simulation environment by abruptly shifting the
health parameters which indicate component performance devia-
tions from a reference base point.

The FDI system uses two sets of input signals: sensor measure-
ments and control commands. Those sensors used by the control
system are also used by the FDI system for monitoring purposes.
Given these two sets of input signals, the FDI system seeks to
detect and isolate any faulty sensors. The approach to sensor FDI
is based on the utilization of a bank of Kalman filters, where each
filter is designed with a unique hypothesis to monitor a specific
sensor. In addition to sensors, components and actuators may also
fail during flight. Therefore, it is necessary to make the FDI sys-
tem robust to these faults so that misclassifications of component
and actuator faults as sensor faults do not occur. This issue is
addressed by designing one additional Kalman filter which as-
sumes that components and actuators may be faulty. When the
propulsion system experiences a sensor fault or component/
actuator faults, only the one Kalman filter with the correct hypoth-
esis is able to maintain accurate estimation performance. Conse-
quently, the detection and isolation of sensor faults or the
detection of component/actuator faults can be achieved. As can be
seen in Fig. 1, the outputs of the FDI system are not integrated
with the control system in the present work. The integration of
these systems for fault accommodation purposes will be pursued
in future work. In the following sections, the design approach for
the FDI system is discussed in detail.

Kalman Filter Design for Sensor Fault Detection. The Kal-
man filter design approach is based on the linear model represen-
tation of a plant. The linearized engine model under consideration
is represented by the following state space equations:

ẋ�A�x�xss��L�h�h ref��B�ucmd�uss��Bb
(1)

y�y ss�C�x�xss��M �h�h ref��D�ucmd�uss��Db�v

where the vectors x, h, ucmd represent state variables, health pa-
rameters, and control commands, respectively. The subscript ‘‘ss’’
indicates the steady-state point �or the base point at which the
model was linearized�. The vector h ref represents a reference
health condition. The sensor measurement vector, y, is corrupted
by sensor noise v . The vector b represents the bias in the actuation
system; it is zero when there is no actuator bias. The health pa-
rameter and bias vectors are unknown inputs to the system that
affect engine operation. The matrices A, B, C, D, L, and M have
appropriate dimensions.

For sensor fault detection, m Kalman filters are designed where
m is the number of sensors being monitored. Each Kalman filter
estimates the state vector using a unique set of (m�1) sensors.
The sensor which is not used by a particular filter is assumed to be
the potentially faulty one �fault hypothesis� and thus monitored by
that filter. For instance, the ith filter uses the sensor subset yi that
excludes the ith sensor, where i is an integer from 1 to m. When
the ith sensor is faulty, all Kalman filters use faulty information
except for the ith filter. Consequently, the ith filter is able to ac-
curately estimate the state vector from fault-free sensor measure-
ments, whereas the estimates of the remaining filters are distorted
by the faulty sensor measurement. The Kalman filter equation that
monitors the ith sensor is given as follows:

ẋ̂�A� x̂�xss��B�ucmd�uss��Ki�yi� ŷ i�
(2)

ŷ i�y ss
i �Ci� x̂�xss��Di�ucmd�uss�

where x̂ and ŷ i are the estimates of the state vector and the ith
sensor-subset vector, respectively. The matrices Ci and Di are a
subset of C and D, respectively, with the ith row deleted, and Ki is
a Kalman gain matrix corresponding to the matrix pair (A ,Ci). In
order for the Kalman filter to converge, the matrix pair (A ,Ci)
must be observable.

The accuracy of the estimated state variables is indicated by a
weighted sum of squared residuals �WSSR� which is computed as
follows:

WSSRi��yi� ŷ i�T�� i��1�yi� ŷ i� (3)

where

� i�diag�� i�2.

The vector � i represents the standard deviation of the ith sensor-
subset. The square matrix � i normalizes the residual vector (yi

� ŷ i). The value of the fault indicator signal, WSSR, increases if
the sensor subset used by a Kalman filter contains a faulty mea-
surement. In order to detect an anomaly in the sensor set, the fault
indicator signals are compared against pre-established detection
thresholds. If all fault indicator signals except one exceed the
threshold, it indicates that the Kalman filter whose fault indicator
signal did not exceed the threshold is the one with the correct fault
hypothesis. Consequently, this filter is isolated, and the sensor
excluded by this filter is identified as the faulty one.

It should be noted that the Kalman filter in Eq. �2� does not
account for the influence of health parameters or actuator biases
that appear in Eq. �1�. Therefore, any deviations of these param-
eters from the design point can cause an increase in the values of
the fault indicator signals. Depending on their magnitude, such
deviations may induce a fault misclassification scenario where all
fault indicator signals except one exceed the detection threshold.
To avoid such scenarios, additional features that account for
health parameter and actuator bias deviations must be built into
the FDI system. For the health parameters, two possible deviation
types need to be considered: �1� gradual degradation due to aging,
and �2� abrupt degradation due to component faults. An approach
to deal with the gradual degradation was discussed in Ref. �2�.
That is, estimate all health parameters once per a number of flights
using ground-based trend monitoring techniques �3–5�, update the
reference health condition (h ref) and the linear engine model in
Eq. �1�, and then update the Kalman filter. As long as this updated
reference health condition remains close enough to the actual con-
dition �which continues to degrade with time�, the interference of
the gradual degradation on the Kalman filters designed through
Eq. �2� will remain small. Abrupt degradation (�h�h�h ref in Eq.
�1�� due to component faults or actuator bias needs to be handled
by other means. The approach taken in this paper is to design
another Kalman filter which assumes that components and/or ac-
tuators may be faulty. If this filter is able to maintain low residual
values in the case of component and/or actuator faults, misclassi-

Fig. 1 Propulsion system with sensor fault detection and iso-
lation system
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fications of these faults as a sensor fault may be avoided. The
design of this additional Kalman filter is discussed in the follow-
ing section.

Kalman Filter Design for Component and Actuator Fault
Detection. Ideally, a Kalman filter which is capable of accu-
rately estimating all health parameters is desirable. Such a filter
would be able to maintain accurate sensor estimation �and thus
low residuals� even in the presence of component faults. However,
the number of health parameters that can be estimated is limited to
the number of available sensors �6�. Aircraft engines have a lim-
ited number of sensors which is, in general, less than the number
of health parameters. Therefore, estimating all health parameters
is not realistic. An alternative approach, which can meet the afore-
mentioned objective while using a limited number of sensors, is to
estimate a subset of health parameters. In Ref. �2�, it was observed
that the Kalman filter, designed with a subset of health parameters,
could retain accurate estimation of sensor outputs when applied to
a ‘‘degraded’’ engine simulation. The accuracy of the estimated
health parameters, however, was poor as the Kalman filter attrib-
uted the steady-state mismatch caused by health degradation to
the subset of health parameters being estimated. Therefore, the
estimated health parameters no longer indicate the actual health
condition, but instead, they are ‘‘tuning’’ parameters that the Kal-
man filter can use to generate accurate sensor estimates. This con-
cept of ‘‘tuning’’ is applied to the design of a Kalman filter in this
section. The idea is to use tuning parameters �a subset of health
parameters� with which the Kalman filter can maintain good sen-
sor estimation performance no matter what combination of health
parameters is shifted from their reference point. The Kalman filter
equation that incorporates the tuning parameters is given as
follows:

ẋ̂aug��A Ld

0 0 �� x̂aug� x̄ss���B
0 ��ucmd�uss��K�y� ŷ �

(4)
ŷ�y ss��C M d�� x̂aug� x̄ss��D�ucmd�uss�

where

x̂aug�� x̂
d � , x̄ss��xss

0 �
The vector d contains the tuning parameters. The matrices Ld and
M d are selected columns of L and M, respectively, and their col-
umns correspond to the tuning parameters. As discussed earlier,
all health parameters gradually deviate from the healthy baseline.
This deviation is called ‘‘baseline degradation’’ (h ref in Eq. �1��
and can be tracked by ground-based trend monitoring techniques
once per a number of flights. As the gradual degradation
progresses, all Kalman filters need to be updated �It is desirable to
update both state-space matrices and steady-state points. If this is
not achievable, then at least the steady-state points must be up-
dated, while maintaining the state-space matrices obtained at the
healthy baseline condition.� based on the estimated baseline deg-
radation so that the Kalman filters will operate within the linear
range of a degraded engine. The tuning parameters are the devia-
tion values from this updated reference point.

Similar to the Kalman filters designed for sensor fault detection,
the accuracy of the estimated sensor measurements is indicated by
a weighted sum of squared residuals �WSSR� which is computed
as follows:

WSSR��y� ŷ �T����1�y� ŷ � (5)

where

��diag���2

The vector � represents the standard deviation of the sensor set. It
should be noted that this filter uses all sensors of the given sensor
suite. The assumption of this filter is that all sensors are healthy
and that components are potentially faulty �fault hypothesis�.

The fault indicator signal of this filter must meet two require-
ments: �1� it must remain small in the case of component faults
and �2� it must increase in the case of a sensor fault. These two
conditions are required to indicate whether the fault hypothesis of
this filter is correct or incorrect. It was found that this WSSR
could meet the first condition, but not the second one. In the case
of a sensor fault, the WSSR could remain small depending on
which sensor is faulty. After some investigation, it was found that,
whenever the WSSR remains small in the presence of a faulty
sensor, the sensor fault is attributed to the engine internal condi-
tion: the tuning parameters. In other words, the Kalman filter tries
to ‘‘explain’’ a sensor fault by shifting the tuning parameters. If it
is successful in doing so, the value of WSSR remains small.

To address this shortcoming, another fault indicator signal is
used. This signal, a weighted sum of squared tuners �WSST�, is
computed as follows:

WSST�Wd�dTd � (6)

where Wd is a designer selected weighting factor. Regardless of
the fault type, the value of WSST increases when a fault occurs.
However, the following two conditions were observed: �1� the
increase in WSST is generally small in the component fault case,
and �2� the increase in WSST becomes excessively large when-
ever this Kalman filter maintains a low WSSR value in the pres-
ence of a faulty sensor. Based on these observations, the two fault
indicator signals �WSSR and WSST� are used in combination to
indicate whether the fault hypothesis of this filter is correct or
incorrect. If both signals remain below their detection thresholds,
the fault hypothesis is correct, i.e., component faults may exist but
all sensors are healthy. If at least one of them exceeds the detec-
tion threshold, the fault hypothesis is incorrect, and thus a sensor
fault is believed to exist. Through this approach, sensor and com-
ponent faults can be distinguished. It should be noted that as the
magnitude of a component fault increases, the value of WSST
increases and eventually exceeds the detection threshold. By the
time this happens, it is expected that each fault indicator signal
generated for sensor fault detection would already have exceeded
its threshold so that misclassifications of component faults as a
sensor fault will be avoided.

So far, only the component fault case has been discussed in this
section. Actuator faults can be handled by either augmenting the
tuning parameter vector in Eq. �4� with the actuator bias term in
Eq. �1� or designing single Kalman filters for each of the actuators
as was done in Ref. �2�. However, a different approach is taken in
this paper. When an actuator is biased, it causes a measurement
shift in multiple sensors, similar to the component fault case. The
Kalman filter designed with tuning parameters can handle such
multiple measurement shifts and, therefore, is considered to have
some robustness to actuator faults as well, i.e., the two fault indi-
cator signals will remain small when actuators are faulty. There-
fore, the Kalman filter with tuning parameters is used to detect
both component and actuator faults. If this filter is not robust to
actuator faults, then the designer must take one of the aforemen-
tioned approaches to meet design objectives.

It should be noted that, when the Kalman filter with tuning
parameters is isolated from the rest of the filters, the specific com-
ponent�s� and/or actuator�s� which are faulty are not identified.
For further diagnosis of the component and actuator faults, an-
other set of Kalman filters, each designed for a specific fault event
�such as foreign object damage, domestic object damage, fuel sys-
tem failure, etc.�, may be used. Since it is already known that a
fault exists, a detection threshold is not needed. Instead, by rank-
ing the likelihood of plausible faults based on the Kalman filter
estimation accuracy, the possibility of misclassifications may be
reduced. This process was demonstrated by Volponi et al. �7�, and
a high success rate was exhibited.

Overall Sensor FDI Architecture. The overall architecture
of the sensor FDI system is shown in Fig. 2. The FDI system is
composed of a bank of (m�1) Kalman filters where m is the

Journal of Engineering for Gas Turbines and Power JULY 2005, Vol. 127 Õ 499

Downloaded 02 Jun 2010 to 171.66.16.98. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



number of sensors being monitored. Kalman filters 1 through m
are used to detect sensor faults while the (m�1)st Kalman filter
is used for the detection of component/actuator faults. With this
bank of Kalman filters, the following assumptions are made:

1. Only one sensor may fail at a time.
2. Multiple components and actuators may fail at a time.
3. Only one of the above two types of failures may occur at a

time.

In the fault isolation process, the fault indicator signal gener-
ated by each Kalman filter is compared against a predefined de-
tection threshold. If a fault indicator signal exceeds the threshold,
it indicates that the corresponding Kalman filter is using an incor-
rect fault hypothesis. The Kalman filter #(m�1) generates two
fault indicator signals, and at least one of them must exceed the
threshold to indicate that its fault hypothesis is incorrect.

Table 1 summarizes the fault isolation process. There are eight
possible scenarios, as enumerated in Table 1, that the fault isola-
tion process may encounter. When sensors, actuators, and compo-
nents are all nominal, all fault indicator signals will remain below
their thresholds, indicating that no fault exists in the system �sce-
nario 1�. When a fault occurs, the value of each fault indicator
signal except for the one with the correct hypothesis will increase.
The increased amount will vary for each fault indicator signal as
each filter has a different response or sensitivity to a particular
fault. Depending on the type and severity of the fault, some fault
indicator signals may exceed their thresholds while others may
remain below. If at least one fault indicator signal exceeds its
threshold, the fault isolation process declares that a fault was de-
tected. However, the isolation of a fault can not be achieved as

long as at least two Kalman filters do not have a threshold viola-
tion. Scenarios 2–5 represent these cases where a fault can be
detected but not isolated. When a threshold violation occurs for all
Kalman filters except one, then this single Kalman filter is isolated
from the rest, and the fault hypothesis used by this filter reveals
the identity of the fault. Thus, the isolation of a sensor fault is
achieved in scenario 6, and the detection of a component and/or
actuator fault is achieved in scenario 7. Finally, as discussed ear-
lier, when a threshold violation occurs for all Kalman filters, the
fault isolation process declares that a large component and/or ac-
tuator fault has occurred �scenario 8�.

Application of FDI Methodology to an Aircraft Engine
Simulation

In this section, the FDI design methodology is applied to an
aircraft engine simulation. A description of the engine simulation
is given first. From the engine simulation, piecewise linear models
are generated along the steady-state power setting line at a cruise
condition. Based on these linear models, the piecewise Kalman
filter model is developed in order to cover multiple power
settings.

Engine Model. The engine model used in this paper is a non-
linear simulation of an advanced high-bypass turbofan engine.
This engine is constructed as a Component Level Model �CLM�,
which assembles the following five major components of an air-
craft engine: Fan �FAN�, Booster �BST�, High-Pressure Compres-
sor �HPC�, High-Pressure Turbine �HPT�, and Low-Pressure Tur-
bine �LPT�. The health parameters, which represent the
component performance deterioration, are adjustments to effi-
ciency and flow capacity scalars of the above five components.
The current version of the simulation does not have health param-
eters for the combustor. The engine state variables, health param-
eters, actuation variables, and sensor measurements are shown in
Table 2.

The outputs of the seven sensors in Table 2 are fed into the
digital engine control unit. At the cruise operating condition
evaluated in this study, the power lever angle �PLA� value is con-

Fig. 2 Architecture of the sensor FDI system

Table 1 Summary of fault isolation process

Table 2 State, health, actuator, and sensor variables
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verted to the desired corrected low-pressure spool speed �an indi-
cator of thrust�. The control system adjusts three actuation vari-
ables to cause the corrected measured low-pressure spool speed
value to match the commanded value. PLA varies from 38 to 72
deg.

The standard deviations of the sensor noise used in this paper
are shown in Table 3. The values are given in percent of the
steady-state values at the maximum power setting �PLA�72�.

Piecewise Kalman Filter Model. At the selected cruise con-
dition, piecewise linear engine models are generated along the
steady-state power setting line where PLA varies from 38 to 72
deg. A linear engine model is composed of trim values and state
space matrices. For each of these linear models, a Kalman gain is
computed. Then, the piecewise Kalman filter model is developed
by linking the piecewise linear models and the corresponding Kal-
man gains. The architecture of the piecewise Kalman filter model
is shown in Fig. 3.

The piecewise Kalman filter model is composed of the steady-
state �base-point� model, state-space matrices, and Kalman gains.
The steady-state model captures nonlinear engine characteristics
along the power setting line, while the state-space matrices �dy-
namic model� capture off-nominal engine behavior due to pertur-
bations from the steady-state line. These three elements of the
Kalman filter model are saved in table lookup form. For a given
set of two input signals (ucmd ,y), the steady-state values, the
state-space matrices, and a Kalman gain constitute the Kalman
filter equation, by which the state variables and sensor outputs are
estimated. As PLA moves from one point to another, those ele-
ments saved in the lookup table are interpolated linearly based on
a scheduling parameter. In the current model, the estimated low-
pressure spool speed �XN12� is used as the scheduling parameter.
It should be noted that the scheduling parameter can be a function

of multiple parameters as in Refs. �1,8�. More detailed discussion
regarding the piecewise linear state variable model can be found
in Refs. �8,9�.

By using the architecture of Fig. 3, a piecewise Kalman filter
model is built for each fault hypothesis �Eqs. �2� and �4��, and a
bank of Kalman filters is formed as shown in Fig. 2. The FDI
system is now able to cover the full PLA range at a fixed ambient
condition of the selected cruise point. In order to expand the range
of ambient conditions over which the FDI system can operate, the
parameters of the Kalman filters must be corrected based on inlet
condition, however, this additional step is not pursued in this
paper.

Selection of Tuning Parameters. The selection of the tuning
parameters for designing the (m�1)st Kalman filter is critical in
order to achieve overall sensor FDI performance at an acceptable
level. It is desirable to have some optimal selection methods;
however, the tuning parameters used in this paper were selected
by trial and error. The selected tuning parameters are: FAN flow
capacity, BST flow capacity, HPC efficiency, HPC flow capacity,
HPT flow capacity, and LPT flow capacity. With these tuning
parameters, the Kalman filter is able to accurately estimate sensor
outputs even if all 10 health parameters are shifted from a refer-
ence point. Again, it should be remembered that the tuning param-
eters do not indicate the actual health condition although they are
selected from the health parameters.

Modifications to the FDI System. During the preliminary
evaluation of the FDI system, it was found that the Kalman filter
design approach for the fault detection of the XN25 and T25
sensors had to be modified. When either of these sensors is biased,
the control system generates a large off-nominal variable stator
vane �VSV� command. As discussed earlier, piecewise linear
models are generated along the steady-state power setting line.
Any control input deviation from this steady-state line is the delta
input to the linear models. Under normal fault-free engine opera-
tion, any control input deltas remain relatively small, and there-
fore the linear models are valid to describe the off-nominal engine
behavior. However, when one of the aforementioned two sensors
is biased, the engine operates at a condition where the steady-state
VSV command is significantly shifted from its nominal value.
This large shift, used as an input to linear model, exceeds the
linear range and gives the appearance that VSV is biased. The
assumption of the bank of Kalman filters for sensor FDI is that at
most one sensor is faulty while the others, including the actuators,
remain at their nominal condition. Therefore, with the large shift
in the VSV command input, the Kalman filters designed for moni-
toring XN25 and T25 are not able to accurately estimate state
variables and sensor outputs, and consequently a large fault indi-
cator signal is generated. In the meantime, the Kalman filter de-
signed with tuning parameters is able to generate low fault indi-
cator signals since this filter can handle the shifts in multiple
parameters. Thus, without modifications, the FDI system will mis-
classify XN25 or T25 sensor faults as the component/actuator
fault case.

To address this problem, the Kalman filters for the XN25 and
T25 sensors are designed based on the augmented state vector
which is composed of the state vector and the VSV bias term. This
approach, which was used in Ref. �2�, allows the Kalman filters to
estimate a bias in VSV. When a large off-nominal steady-state
VSV value is commanded, the Kalman filters attribute this large
input to the estimated VSV bias. With this modification, the effect
of a large command input that corrupts the estimation of these
Kalman filters is reduced, and therefore the sensor outputs are
accurately estimated. The problem of a large off-nominal shift in
the VSV command is specific to the control system used in the
current study. If a different control design is employed, this prob-
lem may not be encountered; instead, new challenges may appear.

Table 3 Sensor noise standard deviation in % of the trim val-
ues at maximum power

Fig. 3 Architecture of piecewise Kalman filter model
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Performance Evaluation of the Sensor FDI System
In this section, the FDI system is evaluated at three PLA set-

tings: 50, 60, and 68 deg. As discussed earlier, the three objectives
of sensor FDI are to avoid �1� missed detections, �2� false alarms,
and �3� misclassifications. The evaluation is based on each of
these objective categories. Additionally, the robustness of the FDI
system is evaluated.

Evaluation 1: Missed Detections. When a single sensor is
faulty, it must be correctly detected and isolated. If this objective
is not achieved, it is considered that the FDI system missed the
detection of the sensor fault. To assess the missed detection rate
generated by the FDI system, it is desirable to have design speci-
fications which define the bias magnitude at which sensors transi-
tion from ‘‘nominal’’ to ‘‘faulty’’ operation. Since such informa-
tion is not available in this study, the minimum sensor bias that
the proposed FDI system can isolate is determined for each of the
sensors. If design specifications are available, the FDI system, or
specifically the detection thresholds, may be adjusted to meet a
desired performance level.

Table 4 shows the minimum positive bias in each sensor that
could be isolated by the FDI system at the three power settings
considered. The numbers are given in percent of the steady-state
values at the maximum power setting �PLA�72�. All sensor bi-
ases of these magnitudes were isolated correctly. The magnitude
of the minimum isolated bias varies with sensor type and also
with power setting. This variation in the magnitude depends on
how easily the ‘‘correct’’ Kalman filter can be isolated from the
rest of the filters. For most of the test cases, the fault indicator
signal which exceeded the threshold last �the correct one must
remain below the threshold� is the one corresponding to the Kal-
man filter with tuning parameters. Therefore, overall sensor isola-
tion performance of the FDI system depends not only on the sen-
sor suite but also the selection of tuning parameters. The worst
case, or the largest minimum bias value that could be isolated, is
the 6.7% PS3 sensor bias. If the isolation of smaller magnitude
faults is desired, the detection thresholds must be set lower. How-
ever, this adjustment may result in increased false alarms and
misclassifications.

When PLA is moved beyond the value of 68 deg, it becomes
very difficult to isolate XN25 sensor bias. As mentioned, bias in
this sensor causes a large off-nominal shift in the steady-state
VSV command input. Similarly, the off-nominal steady-state shift
in the WF36 command input increases as PLA increases. When
PLA exceeds 68, this off-nominal WF36 shift becomes too large
for the linear model to handle. As a result, XN25 sensor bias is
diagnosed as a component/actuator fault by the FDI system. This
problem may be solved by augmenting the state vector with a
WF36 bias term as was done for the VSV input. However, this
further step has not been taken in this work.

Evaluation 2: False Alarms. When the FDI system is ap-
plied to a real engine, nonfault-related factors which exist in the
real environment, such as sensor noise and modeling uncertainty,
should not be diagnosed as a sensor fault. If this happens, the FDI

system will have generated a false alarm. Since the Kalman filter
design approach accounts for these nonfault-related factors to
some degree, the estimator should handle them well as long as
they do not deviate significantly from their assumed values.

In the previous evaluation step, the FDI system was applied to
the nonlinear engine simulation at three different power settings.
When there was no sensor bias, no false alarm was generated.
This means that the Kalman filters are able to handle the given
sensor noise �Table 3� and the model mismatch that exists be-
tween the nonlinear engine simulation and its linear representa-
tion. In this section, the robustness of the FDI system to sensor
noise and modeling uncertainty is evaluated by varying the mag-
nitude of these factors.

At the steady-state condition of the three power settings used in
the previous section, either the sensor noise level or the model
uncertainty level is increased. By increasing these factors, the FDI
system may eventually generate a false alarm �only one fault in-
dicator signal remaining below the detection threshold�. In this
study, however, the level of sensor noise and model uncertainty is
increased up to the initial point of fault detection where the
threshold is just exceeded by at least one fault indicator signal. If
the FDI system can tolerate a large magnitude increase in these
factors, it is considered that the likelihood of generating false
alarms is very small.

In the simulation, the sensor noise is increased by multiplying
the standard deviation �Table 3� by a scale factor. Model uncer-
tainty is introduced by shifting all 10 health parameters of the
nonlinear engine simulation by the same amount from the healthy
baseline. Since the FDI system was designed based on a
‘‘healthy’’ engine, the outputs of the ‘‘degraded’’ nonlinear engine
simulation deviate from the design point of the FDI system. Table
5 shows the level of sensor noise scale factor and model uncer-
tainty �steady-state model mismatch� that the FDI system can tol-
erate, i.e., all fault indicator signals remain below the threshold.
The noise scale factor was increased by 1% increments while the
steady-state model mismatch was increased by 0.1% increments
to obtain these results. When the level of either one of these two
factors is increased, the other was kept at the nominal design
condition.

As the noise scale factor was increased, the values of all WSSR
signals increased even though the Kalman filters could maintain
good estimation accuracy of sensor outputs. This increase is due
to the fact that the normalization factor �� in Eqs. �3� and �5��
used to generate WSSR is based on the assumed noise intensity.
Noise that exists in the real environment is never certain. There-
fore, the detection threshold has been selected to account for the
uncertainty in noise statistics. The FDI system can tolerate, at
worst, a 9% �at PLA�50� noise increase. If this value is consid-
ered too small, then the detection threshold must be increased
accordingly.

Similarly, the fault indicator signals increase as the level of
steady-state model mismatch is increased. Model mismatch causes
a shift in all sensor measurements from the reference point, as if
small biases were injected into all sensors. Since the Kalman filter
assumes that the sensor outputs are corrupted only by white noise,
it is not able to maintain good estimation accuracy when model
mismatch is present. The variation in fault indicator signals due to
model mismatch must be accounted for in threshold selection. The
FDI system can tolerate, at worst, a 0.3% �at PLA�68� shift in all

Table 4 Minimum positive bias isolated by the sensor FDI sys-
tem „% of steady-state value at maximum power…

Table 5 Nonfault-related factors tolerated by the FDI system
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health parameters. Again, if this value is considered too small,
then the detection threshold must be increased accordingly.

Evaluation 3: Misclassifications. A misclassification is an
event where the FDI system correctly detects a fault that exists in
the engine but classifies it as the wrong fault. For example, when
an anomaly other than a sensor fault occurs in the aircraft engine,
the sensor FDI system should not classify it as a sensor fault. If it
does, it is considered that the FDI system misclassified the fault.
Such anomalies can occur to engine components during flight due
to fault events such as foreign or domestic object damage.
Anomalies can also exist in actuators due to mechanical or elec-
trical failure in the actuation systems. In order to avoid misclas-
sification, the FDI system contains one additional Kalman filter
designed with tuning parameters as discussed earlier. When com-
ponents or actuators are faulty, the two fault indicator signals
�WSSR and WSST� of this filter should not exceed the threshold.
If this can be achieved, the FDI system will not misclassify com-
ponent or actuator faults as a sensor fault. In this section, the FDI
system is evaluated as to whether it can avoid misclassifications of
component and actuator faults.

Table 6 shows the component/actuator fault scenarios used to
evaluate the FDI system at the three power settings �PLA�50, 60,
68�. For each engine component, both efficiency and flow capac-
ity are shifted randomly within the range shown in the table. This
range is considered to encompass any reasonable failure sce-
narios. All component shifts are made in the negative direction,
except for HPT and LPT flow capacities which are shifted in both
positive and negative directions. The actuator bias is also varied
randomly in both positive and negative directions within the
specified range. The actuator bias range is shown in percent of
full-scale values.

For the 3000 test cases evaluated �the 1000 fault scenarios
shown in Table 6 at each of the three power settings�, no misclas-
sifications were encountered. This demonstrates the significant ro-
bustness of the FDI system to component and actuator faults. This
robustness is largely due to the Kalman filter with tuning param-
eters. If this filter is not included, the FDI system is more likely to
misclassify faults. To verify this claim, the FDI system was ‘‘stan-
dardized’’ by removing the Kalman filter with tuning parameters
and then re-evaluated. For the 1000 fault scenarios at each of the
three power settings, the number of component/actuator fault

cases that this ‘‘standard’’ FDI system misclassified as a sensor
fault were as follows: 97 �PLA�50�, 113 �PLA�60�, and 108
�PLA�68�.

During the evaluation of the ‘‘robust’’ FDI system �the Kalman
filter with tuning parameters included�, it was noted that, in some
of the fault scenarios, a threshold violation occurred for all Kal-
man filters. If this happens, the FDI system indicates that a large
component/actuator fault may have occurred �see Table 1�.

Evaluation 4: Robust Sensor Fault Isolation. All engine
components gradually degrade with time due to usage. As dis-
cussed earlier, the baseline degradation �shift in all health param-
eters from the healthy baseline� can be tracked by ground-based
trend monitoring systems, and the estimated baseline degradation
can be used to update the FDI system for in-flight fault diagnos-
tics. It is unlikely that the estimated baseline degradation will
match perfectly with the actual condition. In order to assess the
influence of baseline mismatch on the sensor fault isolation per-
formance, the FDI system is evaluated in the presence of the error
in the estimated baseline degradation.

In this test case, the estimated baseline is set to the healthy
baseline condition �i.e., a trend monitoring system concluding that
the engine is healthy�, and consequently the design of the FDI
system is based on a healthy engine. This FDI system is then
applied to the nonlinear engine simulation with small baseline
degradation. A 0.3% shift is injected to all 10 health parameters.
With this magnitude, the FDI system indicates that no fault exists
in the system at the three power settings �see Table 5�. In the
presence of this baseline degradation mismatch, a bias is injected
into each sensor. Table 7 shows the minimum positive bias
isolated by the FDI system. Again, the numbers are given in per-
cent of the steady-state values at the maximum power setting
�PLA�72�.

All sensor biases were isolated correctly, except for one case
where the XN25 sensor is biased at a PLA setting of 68 deg. As
discussed before, the isolation of the XN25 sensor is very difficult
at high power settings because of the large off-nominal shift in the
VSV and WF36 command inputs. As a result, the XN25 sensor
bias is misclassified as a component/actuator fault. Since it is
known that the XN25 sensor bias causes large shifts in multiple
parameters �one sensor and two actuator commands�, some intel-
ligence must be built in to the FDI system to account for this
knowledge. In the rest of the scenarios, the FDI system exhibits
good performance. For some sensors, smaller bias can be isolated
compared to the results shown in Table 4. The worst case, or the
largest minimum bias value that could be isolated, is the 6.0% PS3
sensor bias. It is especially encouraging that the FDI system did
not attribute a fault in one sensor to a different sensor which, if it
had occurred, would have created a very challenging environment
for further accommodation steps.

Discussion
In-depth evaluation is a critical part in the development of an

in-flight FDI system. The multiple objectives that the FDI system
must handle often conflict with each other. Consequently, enhanc-
ing one aspect of the FDI performance does not necessarily result

Table 6 Component and actuator fault scenarios for the FDI
performance evaluation

Table 7 Minimum positive bias isolated by the sensor FDI sys-
tem in the presence of 0.3% baseline degradation mismatch
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in the enhancement of overall performance. For instance, the
minimum sensor bias magnitudes that the FDI system can isolate
may be reduced by setting detection thresholds at a lower value.
This modification, however, may result in increased false alarms
and misclassifications. Through extensive evaluation, the FDI sys-
tem can be matured to a point where its overall performance is
satisfactory. To reach such a mature point, the sensor FDI system
developed in this paper needs further evaluation and enhance-
ment. Some of the issues that must be addressed in future work
are discussed below.

First, the ambient conditions over which the FDI system can
operate must be expanded. In the real environment, the ambient
condition continually changes even in the cruise phase. As dis-
cussed earlier, this expansion can be accomplished by correcting
the parameters of the Kalman filters based on inlet pressure and
temperature measurements. In this ‘‘corrected’’ dimension, the
FDI system must be evaluated for its diagnostic performance, sen-
sitivity to ambient condition changes, and sensitivity to inlet sen-
sor faults.

The evaluation results presented in this paper were obtained at
fixed PLA values or fixed target low-pressure spool speeds �a
fixed PLA value does not necessarily mean a fixed steady-state
condition when faults are present in the system�. Since the PLA
movement is expected to be small in the cruise phase of a com-
mercial aircraft, the FDI system was developed to be robust
enough to handle small PLA movements, i.e., false alarms are not
generated during minor transients. When the FDI system operates
under relatively large PLA movements, however, some of the sen-
sor estimates lag behind the actual measurements, causing an in-
crease in the fault indicator signals. Eventually, the fixed detection
thresholds are exceeded, and false alarms are generated. To ac-
count for relatively large PLA movements, adaptive detection
thresholds which vary with transient conditions need to be intro-
duced, as done in Ref. �1�. Then, the FDI system needs to be
evaluated for its diagnostic capability during PLA transients.

Conclusion
An approach based on a bank of Kalman filters was investi-

gated for the development of an aircraft engine sensor fault detec-
tion and isolation �FDI� system. This approach utilizes multiple
Kalman filters, each of which is designed based on a specific fault
hypothesis. When the propulsion system experiences a fault, only
one Kalman filter with the correct hypothesis can maintain the
nominal estimation performance. Based on this knowledge, the
isolation of faults is conducted. The sensor FDI system developed
in this paper utilizes a bank of (m�1) Kalman filters where m is
the number of sensors being monitored. The additional Kalman
filter is used to detect component and actuator faults. With this
setup, the isolation of sensor faults or the detection of component/
actuator faults can be achieved.

The sensor FDI system was applied to a nonlinear simulation of
a commercial aircraft gas turbine engine, and its performance was
evaluated at multiple power settings at a cruise operating point.
After an extensive evaluation, the following three conclusions can
be made: �1� the FDI system can correctly isolate a faulty sensor,
�2� the FDI system can tolerate variations in sensor noise and
model uncertainty, and �3� the FDI system is robust to component
and actuator faults in terms of avoiding misclassifications. Some

difficulties in isolating faults in two sensors due to the influence of
the engine control system were noted. Further study is needed in
the area of integration with control systems for performance im-
provement of the FDI system.
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Nomenclature

BST � booster
FAN � fan
FDI � fault detection and isolation

HPC � high-pressure compressor
HPT � high-pressure turbine
LPT � low-pressure turbine
P25 � HPC inlet pressure

PLA � power lever angle
PS3 � combustor inlet static pressure
T25 � HPC inlet temperature

T3 � combustor inlet temperature
T49 � LPT inlet temperature

TMHS23 � BST metal temperature
TMHS3 � HPC metal temperature

TMHS41 � HPT nozzle metal temperature
TMHS42 � HPT metal temperature

TMHS5 � LPT metal temperature
TMHSBC � combustor case metal temperature
TMHSBL � combustor liner metal temperature

VBV � variable bleed valve
VSV � variable stator vane

WF36 � fuel flow
XN12 � low-pressure spool speed, measured
XN25 � high-pressure spool speed, measured
XNH � high-pressure spool speed, state variable
XNL � low-pressure spool speed, state variable

References
�1� Merrill, W. C., DeLaat, J. C., and Bruton, W. M., 1988, ‘‘Advanced Detection,

Isolation, and Accommodation of Sensor Failures-Real-Time Evaluation,’’ J.
Guid. Control Dyn., 11�6�, pp. 517–526.

�2� Kobayashi, T., and Simon, D. L., 2003, ‘‘Application of a Bank of Kalman
Filters for Aircraft Engine Fault Diagnostics,’’ ASME Paper GT2003-38550.

�3� Volponi, A. J., 1994, ‘‘Sensor Error Compensation in Engine Performance
Diagnostics,’’ ASME Paper 94-GT-58.

�4� Doel, D. L., 2003, ‘‘Interpretation of Weighted-Least-Squares Gas Path Analy-
sis Results,’’ J. Eng. Gas Turbines Power, 125, pp. 624–633.

�5� Kobayashi, T., and Simon D. L., 2001, ‘‘A Hybrid Neural Network-Genetic
Algorithm Technique for Aircraft Engine Performance Diagnostics,’’ Paper
AIAA-2001-3763.

�6� España, M. D., 1993, ‘‘On the Estimation Algorithm for Adaptive Performance
Optimization of Turbofan Engines,’’ Paper AIAA-93-1823.

�7� Volponi, A. J., DePold, H., Ganguli, R., and Chen, D., 2000, ‘‘The Use of
Kalman Filter and Neural Network Methodologies in Gas Turbine Perfor-
mance Diagnostics: A Comparative Study,’’ ASME Paper 2000-GT-547.

�8� Kerr, L. J., Nemec, T. S., and Gallops, G. W., 1991, ‘‘Real-Time Estimation of
Gas Turbine Engine Damage Using a Control Based Kalman Filter Algo-
rithm,’’ ASME Paper 91-GT-216.

�9� Brotherton, T., Volponi, A., Luppold, R., and Simon, D. L., 2003, ‘‘eSTORM:
Enhanced Self Tuning On-Board Real-Time Engine Model,’’ Proceedings of
the 2003 IEEE Aerospace Conference, Big Sky, MT.

504 Õ Vol. 127, JULY 2005 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.98. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Theodosios Korakianitis
James Watt Professor

of Mechanical Engineering,
University of Glasgow,
Glasgow G12 8QQ, UK

e-mail: t.Alexander@mech.gla.ac.uk

N. E. Vlachopoulos
Panafon SA,

Athens, Greece

D. Zou
Department of Physical Therapy,

Washington University,
St Louis, MO 63130

Models for the Prediction of
Transients in Closed Regenerative
Gas Turbine Cycles With
Centrifugal Impellers
This paper presents transient-flow component models for the prediction of the transient
response of gas turbine cycles. The application is to predict the transient response of a
small solar-powered regenerative gas-turbine engine with centrifugal impellers. The com-
ponent sizes are similar to those under consideration for the solar-powered Space Station,
but the models can easily be generalized for other applications with axial or mixed-flow
turbomachinery. New component models for the prediction of the propagation of arbitrary
transients in centrifugal impellers are developed. These are coupled with component
models for the heat exchangers, receiver and radiator. The models are based on transient
applications of the principles of conservation of mass, energy, and momentum. System
transients driven by sinusoidal and double-step inputs in receiver salt temperature are
presented and discussed. The new turbomachinery models and their coupling to the heat-
exchanger models simulates disturbance-propagation in the components both upstream
and downstream from the point of generation. This permits the study of the physical
mechanisms of generation and propagation of higher-frequency contents in the response
of the cycle. �DOI: 10.1115/1.1806450�

Introduction
The steady-flow performance of various gas-turbine engines

can be predicted to any desirable degree of model complexity,
depending on available information. Models for the prediction of
transient incompressible fluid flow through simple stationary pas-
sages are relatively easy to develop, because of the constant den-
sity assumption, and are readily available �1�. Similarly, models
for the prediction of transient compressible fluid flow through
simple stationary passages are relatively easy to develop by pre-
dicting with characteristics the time of propagation of transients.
Transient-flow models for axial and centrifugal compressor and
turbine passages, where the passages are rotating and work is
added to or extracted from the flow, are harder to develop. The
time currently required for computational fluid dynamics �CFD�
transient computations through the components of a complex gas-
turbine power plant makes them unsuitable for predicting the tran-
sient response of gas-turbine components and power plants
through speed, load, and mass transients.

Non-CFD models suitable for predicting the transient perfor-
mance of compressors and turbines fall into three main categories.
The first category predicts the transient performance by obtaining
equations resembling transfer functions in control theory, using
phenomenological analyses of component behavior �for example,
Kuhlberg et al. �2�; Kalnitsky and Kwatny �3��. In the second
category the unsteady conservation equations �mass, momentum,
and energy� are written in a lumped-parameter approach �or alter-
natively finite volumes are considered along a mid-streamline�
through one or more components. Many of the models in the
second category use some assumption to minimize the effects of
compressibility, or the effects of mass storage or mass depletion
inside the component through the transient. For example, the sys-
tem of equations is solved assuming either incompressible fluid,
or no storage of mass in the component volumes through the

transient, or another assumption that simplifies the transient for
one or more of the flow properties �for example, Adams et al. �4�;
Corbett and Elder �5�; Macdougal and Elder �6��. In the third
category assumptions are made for the delay of transport of per-
turbations from component inlet to outlet, based on mechanical
analogs �for example, Ray and Bowman �7�; Fink, Cumpsty and
Greitzer �8��. All three categories may incorporate routines for
predicting relations between inlet and outlet properties from the
component performance maps.

In a previous paper �Korakianitis, Hochstein, and Zou �9�� we
presented models of the second category �using the unsteady form
of the conservation laws� for the prediction of the propagation of
arbitrary transients through regenerative-gas-turbine cycle compo-
nents. The three-point lumped-parameter models for the turboma-
chinery components resulted in what is called a stiff system of
algebraic and differential equations. Numerical stability consider-
ations and multiple iteration passes through the turbomachinery
components imposed very restrictive upper and lower time-step
limits in the integration. They also imposed limits on the ampli-
tude of the disturbances for which the system model could be run.
Therefore the allowable time step was very small, so that both the
total time of transient flow studied and the frequency of fluctua-
tions were unrealistically fast. The purpose of this paper is as
follows: to present a new set of improved models for the propa-
gation of transients through centrifugal impellers; to couple them
to the other transient component models to form the regenerative
gas-turbine cycle; and to present typical time-dependent results
with realistic transients that can be run in reasonable times �ac-
complished because the new transient centrifugal turbomachinery
models run significantly faster than the previous ones�. The new
models can also handle much larger disturbance amplitudes. As an
application, the models are used to predict the transients of a
regenerative gas-turbine engine that is approximately suitable for
providing power to the Space Station.

Cycle Configuration
The important inputs to predict the transient performance of gas

turbines are the type and size of engine components, details of
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their geometric construction, working fluid, and inputs driving the
transient. Our previous turbomachinery models considered flow
properties at the inlet, middle, and outlet of the impeller �requiring
only a cursory description of the centrifugal geometry�. The
present centrifugal component models are finite-difference models
through the impeller passage requiring several nodes within the
passage of the component and a more-elaborate description of the
impeller geometry, as explained in the next section.

Simplified component and approximate temperature-entropy
diagrams for the solar-powered closed regenerative Brayton-cycle
engine suitable to provide electrical power to the Space Station
are shown in Fig. 1. Component arrangements and dimensional
information are included in the earlier paper �Korakianitis, Hoch-
stein, and Zou �9��. Approximate dimensions and other informa-
tion for the system are included in many NASA and NASA-
contractor reports such as the two reports by Rocketdyne �10,11�.
Select information used in this paper is included in the Appendix.

Power for the Space Station can be provided in part by a pho-
tovoltaic module, and in part by two regenerative Brayton cycles
similar to the one illustrated in Fig. 1, each providing approxi-
mately 30 kW. The working fluid is a mixture of helium and
xenon �He-Xe� gases, modeled as a perfect gas with constant cp
�520.4 J/�kg•K) and cv�312.2 J/�kg•K). At the design point the
compressor and turbine pressure ratios are just below 2:1 �the
turbine pressure ratio is a little lower than the compressor pressure
ratio due to pressure losses�, and the mass-flow rate is approxi-
mately 0.8 kg/s. The compressor and turbine are small radial im-
pellers. Solar energy is collected by the concentrator, focused onto
the phase-change eutectic salt (LiF-CaF2) in the receiver, and
transferred to the working fluid. Energy is rejected from the cycle
through the gas cooler. The gas cooler, in what is called the cool-
ant loop, uses a liquid mixture of 75% C2H3F3O and 25% H2O
�called FC �75� to reject energy via the radiator to space. The
centrifugal compressor, radial turbine, and alternator rotate as a
single unit at a �approximately� constant speed of 32 000 rpm
�minimum 30 000 rpm, maximum 36 000 rpm�. The system ro-

tates in space in and out of the shadow of the earth with a period
of approximately 90 minus, implying transients for the receiver
and cooler. The receiver phase-change salt is used to provide en-
ergy at an almost-constant temperature to the cycle. In the follow-
ing system transients are driven with 0.5%, 5.0%, and 15.0% sinu-
soidal or double-step variations in the receiver salt temperature Tsl
specifying either constant-speed/variable alternator work, or al-
lowing variable-speed/prescribed alternator power. In operating
practice, these and other system transients are handled by chang-
ing the mass-flow rate of the working fluid through the compo-
nents �by adding and subtracting working fluid in the accumula-
tor�, and/or by shedding some of the electrical power output in the
parasitic-load radiator.

The new centrifugal-component transient performance models
can handle larger disturbance amplitudes, as well as the expected
90-min orbital period in reasonable CPU and run times. Although
the following models are applied to the system illustrated in Fig.
1, the principles are general and they can be used in different
gas-turbine engines with different components.

Turbomachinery Models
The flow through general centrifugal turbomachinery passages

�see Fig. 2� is assumed compressible, adiabatic, viscous �or invis-
cid�, unsteady, one-dimensional �along �� with area change A(�).
The flow is considered along the rotating curvilinear frame of
reference ��,�,�� in the middle of the blade passage.

The governing equations are derived from the time-dependent
form of the conservation of mass, momentum, and energy applied
to a simple control volume shown in Fig. 3:

� dmi/dt��ṁin
i �ṁot

i �

d�I�
i �/dt�� İ� ,in

i � İ� ,ot
i �

d�mie0
i �/dt��ṁin

i h0,in
i �ṁot

i h0,ot
i �

�
�� 0

� �F� ,inv
i �F� ,vis

i �

	Wis
i←�	W f r

i←
� (1)

Introducing the one-dimensional variations of the properties along
� as shown in Fig. 3, the governing equations are obtained in a
conservative form in the rotating frame of reference. The resulting
partial differential equations nondimensionalized with the total
properties at the inlet, the inlet flow area, and the passage length,
are:


q


t
�


F


�
�b (2)

where

q�� �A
�Aw
�AeR

�

Fig. 1 Component schematic and temperature-entropy dia-
gram for the regenerative Brayton cycle. „The value of S1 is
arbitrary….

Fig. 2 Rotating-passage geometry for centrifugal impellers
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In the momentum term of vector b one can identify from left to
right the area gradient effects, the Coriolis acceleration effects, the
centrifugal force effects, and the wall friction effects, for all faces
of the element. In the energy term of vector b one can identify
from left to right the Coriolis acceleration effects, and the wall
friction effects in the tip region. �These are zero for shrouded
impellers.� The viscous forces between the walls and the fluid
have been included in the form of frictional forces per unit length.
Those forces can be approximated using a friction coefficient ap-
proach and a corresponding Reynolds number. In Eqs. �2�, w rep-
resents the relative flow velocity along the mean streamline direc-
tion ���, and eR is the so-called rotating total energy per unit mass
�the equivalent of total energy for a stationary frame of reference�
defined by:

eR�
T

��1
�

w2��r �2

2
(3)

so that the state equation for the gas takes the form:

p��•���1 �•� eR�
w2��r �2

2 � (4)

This model requires the specification of flow angles �near the
operating point these are assumed to be equal to the blade angles
���� along the mean streamline�, passage turning angles from
axial to radial direction „����…, and radii „r(�)…. The above set of
governing equations is valid for the whole range of turbomachin-
ery components, from axial to mixed-flow to radial, and can be
used to model viscous and inviscid compressor and turbine pas-

sages. These models are more realistic than the simple actuator
disk model used in our previous study, and obviate the need to use
compressor and turbine performance maps.

An eigenvalue/eigenvector analysis of the spatial operator of
the above equations indicates that they are hyperbolic in nature.
Any finite difference or finite volume scheme appropriate for hy-
perbolic equations can be used. For the results shown in this paper
a new finite-difference scheme has been used. This new scheme is
based on the theory of characteristics, and uses the right-
eigenvector matrix as a basic operator. The governing equations
are projected in a disturbance propagation space �characteristic
space� and upwinded. The solution vector is then reconstructed by
algebraic manipulations. This new scheme has been validated by
comparisons with one- and two-dimensional steady and unsteady-
flow cases, and it provides faster and more-accurate solutions than
other similar schemes. The working implementation of the new
scheme used in this paper is explicit, first-order accurate in time,
and second-order accurate in the spatial direction ���. As in most
explicit hyperbolic algorithms the time and space differences must
satisfy the CFL criterion, dt/dx�CFL, where CFL is usually
smaller than unity. The CFL numbers used in this paper were in
the range 0.2�CFL�0.8.

The compressor and the turbine were discretized in 20 elements
each. The distributions of r(�) and A(�) were derived from para-
bolic distributions passing from the middle, inlet, and outlet com-
pressor and turbine dimensions shown in the Appendix. The ����
and ���� distributions were derived from the typical distributions
for centrifugal components published by Krain and Hoffmann
�12�. These distributions are shown in nondimensionalized form in
Fig. 4.

The calculation of the instantaneous work is based on the tran-
sient control-volume adiabatic bulk-flow energy equation:

	Wme
i←�d�mie0

i �/dt��ṁ in
i h0,in

i �ṁot
i h0,ot

i � (5)

This equation is applied for each control volume at each time
instant. The instantaneous work output for the whole passage is
evaluated by summing over the corresponding number of the con-
trol volumes:

Wme
← �� 	Wme

i← (6)

The above equations give a positive number for a compressor
�work addition to the working fluid� and a negative number for a
turbine �work extraction from the working fluid�.

Heat Exchanger and Radiator Models
These models are similar to those presented in the previous

study �Korakianitis, Hochstein and Zou �9��. However, their cou-
pling with the turbomachinery and inertia models to create the

Fig. 3 Control-volume model with 1-D variations for the cen-
trifugal impeller passages

Fig. 4 Compressor and turbine impeller geometries expressed
in nondimensional parameter form. Key turbomachinery di-
mensions are included in the Appendix.
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overall system model is different. Some critical details for the heat
exchanger and radiator models are presented below for complete-
ness.

The steady-state performance of heat exchangers �receiver, re-
generator and gas cooler� is evaluated using the design-point ef-
fectiveness of the unit and the method of the number of heat
transfer units (Ntu , Kays and London �13��. The values of �,
ratios of specific-heat-capacity rates, and Ntu for design-point op-
eration of the receiver, recuperator and gas cooler are given in the
Appendix.

In the receiver the salt temperature Tsl remains approximately
constant during normal operation. However, in the following we
are using variations in salt temperature to study system transients.
Transients in sink temperature, or a combination of such transients
could also be used. The pressure drops in the heat-exchanger pas-
sages are modeled as a function of working-fluid properties, flow
arrangement, and heat transfer characteristics using models pre-
sented in Kays and London �13�. Similarly, the pressure drops in
other system ducts are modeled as a function of the local proper-
ties in the ducts.

For transient performance the counter-flow and cross-counter-
flow heat exchangers are modeled by dividing the control volume
into sections along the flow direction, with three elements in each
section for fluids a and b and the wall w, as illustrated in Figs. 3
and 4 of the earlier paper �Korakianitis, Hochstein and Zou �9��.
Fluid b may be flowing in the counter-flow or cross-counter-flow
direction with respect to fluid a. Steady-flow and transient pres-
sure drops in the receiver and other duct-type passages are mod-
eled as described in the heat exchangers. The recuperator, re-
ceiver, and gas cooler are divided into eight elements, while the
radiator is divided into ten elements �for each fluid each wall
section�.

Coupling of the Models
Given the geometry of the components, the state of the system

�cycle condition� at any time t is prescribed by the combination of
�T ,p ,ṁ� at all points along the flow path. In the heat-exchanger
and radiator models one prescribes the flow conditions at the inlet,
and the models return the flow conditions along the flow path in
the component, and at the outlet. The turbomachinery models for
subsonic flow require two boundary conditions at the inlet, and
one boundary condition at the outlet of the component. In the
turbine T04 , p04 , and p5 are used. In the compressor T01 , ṁ1 ,
and p2 are used.

All calculations start from an initial guess for steady-flow con-
ditions, or from previously calculated steady-flow conditions. In
order to obtain an initial steady-flow condition, the system is run
to convergence �with no driving excitation�. The models are called
successively for each time step, starting from the turbine, along
the direction of working-fluid flow. After each iteration around the
closed cycle the conditions are updated, and the process is re-
peated until a steady-flow condition is achieved �the flow proper-
ties at all points do not change with time�. Because the initial
guess is fictitious �it does not satisfy the governing equations�, all
intermediate solutions until the steady-flow condition is reached
are not realistic states of the cycle. The final steady-flow condition
gives the correct distribution of flow properties along the flow
path, and the correct total working-fluid mass in the cycle. In the
sample transients shown in the following, these initial calculations
in search of the initial steady-flow condition occur from t�0 to
approximately t�15 000 s, and they are not shown in the time
traces. When searching for the steady-flow condition, faster con-
vergence is obtained by starting from an initial guess for the state
of the system that is reasonably close to the steady-flow solution.
Key parameters of the cycle at the steady-state operating point
have the values shown in Table 1. The following figures show the
time-evolution of various parameters �nondimensionalized with
their values at the beginning of the transients, shown in Table 1�.

Cycle transients can be driven in a variety of ways, such as
variations in salt temperature Tsl ; variations in sink temperature
Tsk ; loss of coolant pumps; loss of some of the radiator panels;
and others. Because of the large thermal inertia of the radiator,
variations in Tsk have small effects on the overall cycle. In the
following we show constant-speed/variable-work and variable-
speed/prescribed-work transients. These are driven by sinusoidal
excitations in Tsl of approximately orbital period �90 min�, and by
double-step excitations in Tsl .

For constant-speed transients the inertia of the rotating unit is
not needed in the models. For variable-speed operation the dy-
namic equation of the unit is used to evaluate the instantaneous
acceleration:

d

dt � J2

2 ��Ẇs�Ẇal�Ẇt�Ẇc�Ẇ f r�Ẇal⇒
(7)

̇�
Ẇt�Ẇc�Ẇ f r�Ẇal

J

where for the compressor-alternator-turbine rotating unit J
�23.39�10�6 kg•m2. The instantaneous acceleration ̇ is inte-
grated in time to give the rotational speed of the unit at the next
time instant. The variable-speed model requires that one pre-
scribes the time-variation of alternator work, which can be arbi-
trary. In the variable-speed sample cases shown below the alter-
nator work was specified as invariant with time, and equal to the
alternator work of the steady-flow condition at the beginning of
the transient.

Our previous model �Korakianitis, Hochstein and Zou �9�� re-
quired iterations at each time step to maintain the correct total
working-fluid mass in the cycle. It also imposed very small time-
step limits because of the restrictions in the old transient turboma-
chinery models. The present transient-system model is about six
orders of magnitude faster than the previous transient one. Two
factors contribute to this dramatic reduction in computational
time. The first is that the present turbomachinery models are far
more stable, and permit much larger time steps. The second is that
the new model does not require an iteration for the working-fluid
mass, because it maintains by default the correct mass throughout
the time integrations. This is achieved automatically due to the
upstream-downstream linking of flow properties in the turboma-
chinery models. The above was verified by monitoring the
working-fluid mass in the cycle throughout the following tran-
sients.

Discussion of Sample Transients
Sample transients starting from an initial steady-flow condition

have been excited by sinusoidal variations in Tsl of period 90 min
�approximately orbital period�; and double-step variations in Tsl .
In the latter Tsl is increased by a certain amount at a given time
instant, and later Tsl is decreased to its original value, so that the
final steady-flow condition is identical to the initial one. In the
transient figures turbine values are shown as solid lines, compre-

Table 1 Values at the beginning of transients

Variable Value Variable Value

Tsk 186.0 K T5 837.2 K
Tsl 1042.0 K p5 189.8 kPa
T1 275.2 K T6 415.5 K
p1 185.7 kPa p6 187.4 kPa
T2 363.3 K ṁ 0.845 kg/s
p2 351.6 kPa  3351 rad/s
T3 794.0 K �32,000 rpm�
p3 349.2 kPa Ẇt

76.9 kW
T4 1007.7 K Ẇc

31.9 kW
p4 337.9 kPa Ẇs

45.0 kW
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sor transients are shown as longer dashed lines, and the resultant
shaft transients are shown as shorter dashed lines �Table 2�

Figure 5 illustrates the results of the first sample case. This is a
constant-speed/variable-work system response to a 15% sinu-
soidal transient in Tsl for six periods, starting at t�20 000 s from
the steady-state condition. The responses are all periodic, after the
initial three or so periods, at the driving period. After the initial
disturbance in Tsl there is an initial time lag from Tsl to T4 due to
the thermal inertia of the receiver. Then there is a second smaller
time lag from T4 to T5 as the disturbance travels through the
turbine. Similarly, there are consecutive time lags from compo-
nent to component as the disturbance propagates in the flow path.
Changes in �T4 ,p4 ,ṁ4� are followed by changes in �T5 ,p5 ,ṁ5� a
short time later. This disturbance then propagates in the low-
pressure side of the recuperator �6-1�, and at the same time they
affect the high-pressure side of the recuperator, so that distur-
bances are initiated at �T2 ,p2 ,ṁ2� and �T3 ,p3 ,ṁ3�. These be-
come new, secondary sources of disturbance, starting at points 2
and 3, and affecting the cycle both upstream and downstream.
Meanwhile the initial disturbance that had reached point 1, after a
short delay passes through the compressor �point 2�, and reaches
the high-pressure side of the recuperator. This disturbance in
�T2 ,p2 ,ṁ2� becomes a tertiary source of disturbance that affects
the properties at points 3, 5, and 6. Such disturbances are initiated
and propagate through the components repeatedly throughout any
system transient, resulting in smaller, higher-frequency distur-
bances affecting every system transient.

As indicated by the insert in the temperature response of Fig. 5,
there is a time lag between the responses at compressor and tur-
bine outlet. The turbine responds first, while the thermal distur-
bance travels through the rest of the components and reaches the
compressor outlet approximately 100 s later. Expansion distur-

bances travel faster, at the local fluid velocity minus the local
acoustic velocity through the components. Compression distur-
bances travel even faster, at the local fluid velocity plus the local
acoustic velocity through the components. The temperature distur-
bances are much slower than the pressure disturbances due to the
large thermal inertia of the heat exchangers.

Although all the responses in �T ,p ,ṁ� shown in Fig. 5 are
periodic after the initial three or so periods, and the period is the
same as the sinusoidal driving period in Tsl , they contain higher-
frequency contents of much smaller amplitudes than the funda-
mental. The higher-frequency contents are generated by the pri-
mary, secondary, tertiary, and so on disturbances in flow
properties, generated and traveling as explained above.

The shaft work Ẇs shown in Fig. 5 is the turbine work Ẇt

minus the compressor work Ẇc . The temperature delays due to
the thermal inertia in the heat exchangers generate periodic varia-
tions in Ẇt and Ẇc that are almost out of phase, thus generating
large periodic variations in Ẇs . The exact relation between the
phases in compressor and turbine work is a function of the size of
the cycle components, and it depends on the characteristics of the
driving excitation. �For example in the variable-speed sample
cases shown below the compressor and turbine work are almost in
phase�.

Figure 6 illustrates the results of the second sample case. This is
a constant-speed/variable-work system response to a 15% double-
step transient in Tsl , starting at t�6000 s from the steady-state
condition. The 90-min interval between the two steps corresponds
to 5400 s. Approximately 4000 s after the first step �at t�10 000 s�
the system approaches a new steady state. Approximately 4000 s
after the end of the second step �at t�15 400 s�, the system ap-
proaches the initial steady state. The initial high-amplitude re-
sponses in flow properties immediately after the steps are fol-
lowed by smaller-amplitude variations caused by the secondary
and tertiary disturbance-propagation effects �explained in the first
sample case�. Since the amplitude of the driving disturbances in
Tsl in the first and second sample cases are the same, the corre-
sponding amplitudes of responses in flow properties in the two
cases are about the same. In the first sample case the time deriva-
tives of the driving disturbance were smooth, but in the second
sample case they are very large. This introduces higher-amplitude
higher-frequency contents in the exciting disturbance and in the

Table 2 Legend for the lines used in the transient figures

Variable Value

turbine
compressor

shaft

Fig. 5 First sample case. System response with constant-
speedÕvariable-work model to 15% sinusoidal variation in Tsl .
Table 2 identifies the different line types used in the figure.

Fig. 6 Second sample case. System response with constant-
speedÕvariable-work model to 15% double-step variation in Tsl .
Table 2 identifies the different line types used in the figure.
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system response. This has two effects. First, it enlarges the re-
sponse due to expansion and compression waves. Second, it en-
larges the response due to the secondary and tertiary disturbance
amplitudes. The overall effect of the higher-amplitude higher-
frequency contents is shown in the pressure and work responses in
Fig. 6.

The turbine is the component immediately after the excitation
in Tsl , but the high-pressure side of the recuperator is between the
compressor outlet and the excitation in Tsl . Therefore in all
constant-speed/variable-work cases the response in T5 has a
higher amplitude than the response in T2 .

In the variable-speed cases the changes in shaft speed are addi-
tional sources of disturbances, upstream and downstream for the
compressor and the turbine responses. This creates high-frequency
contents in the responses of the variable-speed cases in addition to
the primary, secondary, and tertiary effects explained in the sinu-
soidal cases.

Figure 7 illustrates the results of the third sample case. This is a
variable-speed/constant-alternator-work system response to a
0.5% sinusoidal transient in Tsl , for six periods starting at t
�20 000 s from the steady-state condition. In this case the driving
excitation has a small amplitude, the secondary and tertiary effects
are much smaller, and the higher-frequency contents are not as
evident as in the first two sample cases. The exception to this
observation is at the beginning of the first excitation period, for
two reasons. The dominant reason is that in the steady-flow con-
dition the shaft speed has no time derivatives, while the beginning
of the transient introduces a finite change in the time-derivatives
in the shaft speed. This introduces initial large secondary and
tertiary disturbance effects, as explained in the above paragraph. A
lesser reason is the effect of the same changes in time derivatives
in flow properties at the beginning of the transient. In this case the

response in shaft speed is almost sinusoidal, and the higher-
frequency contents in shaft speed are not visible. The almost-
sinusoidal changes in shaft speed are such that they put the sinu-
soidal variations in compressor work almost in phase with the
sinusoidal variations in turbine work, so that the resultant sinu-
soidal variation in shaft work is small.

Figure 8 illustrates the results of the fourth sample case. This is
a variable-speed/constant-alternator-work system response to a
5% sinusoidal transient in Tsl , for six periods starting at t
�20 000 s from the steady-state condition. The amplitude of the
driving excitation is an order of magnitude larger than that of the
third case. The larger amplitude of the excitation makes the effects
of shaft speed changes, as well as the primary, secondary, and
tertiary effects of disturbance propagation much more pronounced
than in the third case. The result is a significant high-frequency
fluctuation in all flow properties, but the fundamental harmonic of
the responses is still sinusoidal and at the period of the driving
excitation in Tsl . Unlike the third case, the variations in shaft
speed show the high-frequency effects of disturbance propagation.
Similarly to the third case, the fundamental-harmonic changes in
shaft speed are such that they put the fundamental-harmonic
variations in compressor work almost in phase with the
fundamental-harmonic variations in turbine work. The resultant
variation in shaft work contains high-frequency contents, but the
fundamental-harmonic variation is still small.

Figure 9 illustrates the results of the fifth sample case. This is a
variable-speed/constant-alternator-work system response to a 5%
double-step transient in Tsl , starting at t�20 000 s from the
steady-state condition. In contrast to the second case, the 90-min
orbital period was not sufficient for the system to reach a new
steady state after each step. This delay in reaching a steady state is

Fig. 7 Third sample case. System response with variable-
speedÕconstant-alternator-work model to 0.5% sinusoidal varia-
tion in Tsl . Table 2 identifies the different line types used in the
figure.

Fig. 8 Fourth sample case. System response with variable-
speedÕconstant-alternator-work model to 5% sinusoidal varia-
tion in Tsl . Table 2 identifies the different line types used in the
figure.
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due to the changes in shaft speed. The time interval between the
two steps was increased to 180 min, or 10 800 s. Approximately
10 000 s after the first step �at t�30 000 s) the system approaches
a new steady state. The second step occurs at t�30 800 s. Ap-
proximately 10 000 s after the end of the second step �at t
�40 800 s) the system approaches the initial steady state. The
initial high-amplitude responses in flow properties immediately
after the steps are followed by decaying amplitude variations.
These are caused by the corresponding variations in shaft speed
required to achieve constant alternator work. Secondary and ter-
tiary disturbance-propagation effects of smaller amplitude are evi-
dent throughout the transient. Similarly to the third and fourth
cases, the changes in shaft speed are such that they put the varia-
tions in compressor work almost in phase with the variations in
turbine work. The resultant variation in shaft work contains high-
frequency contents, but the overall variation is small.

Figure 10 shows a comparison of a variable-speed/constant-
alternator-work to a constant-speed/variable-work case. The
former is identical to case four. The latter is a system response to
a 5% sinusoidal transient in Tsl , for six periods starting at t
�20 000 s from the steady-state condition. �These two cases are
driven by the same excitation.� The variations in compressor work
for the constant-speed case are almost out of phase with the varia-
tions in compressor work for the variable-speed case, and the
amplitudes are of the same order. The variations in turbine work
for the constant-speed case are almost in phase with the variations
in turbine work for the variable-speed case, but the amplitudes
differ by a factor of 5. As a result, the fundamental amplitude of
the variations in shaft work are much smaller in the variable-speed
case than those in the constant-speed case, by an order of magni-

tude. The response of the variable-speed case has significantly
higher-frequency contents than the constant-speed case. This is
due to the additional disturbance effects due to the changes in
shaft speed, as explained above.

Conclusions
New steady-state and transient models suitable for predicting

the behavior of centrifugal �and mixed-flow and axial� turboma-
chinery components have been developed. These are coupled to
steady-state and transient models suitable for predicting the per-
formance of heat exchangers and radiators. The component mod-
els are based on the transient form of conservation of mass, en-
ergy and momentum within each component. These component
models have been coupled to simulate a closed-cycle regenerative
gas-turbine cycle, whose components are similar to those under
consideration for the powering unit of the Space Station. Various
system transients have been studied. For illustration, transients
driven by step and sinusoidal variations in eutectic salt tempera-
ture �variations in energy input to the cycle�, and under constant

Fig. 9 Fifth sample case. System response with variable-
speedÕconstant-alternator-work model to 5% double-step varia-
tion in Tsl . Table 2 identifies the different line types used in the
figure.

Fig. 10 A comparison of constant-speedÕvariable-work model
with variable-speedÕconstant-alternator-work model to 5%
sinusoidal variation in Tsl
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and varying shaft speed, have been included. In gas-turbine cycles
with heat exchangers the long thermal-response times of the heat
exchangers dominates the turbomachinery response.

The numerical models for the transient turbomachinery are in-
herently stable, permitting fast computations for large-amplitude
disturbances for the individual components and for the overall
cycle. They also permit a physically correct coupling with the
transient models for the heat exchangers and the radiator. This
predicts correctly the upstream and downstream propagation of
disturbances from the point where they were introduced. The cou-
pling of the disturbances in the low-pressure and high-pressure
streams of the recuperator is a source of secondary and tertiary
disturbance generation, which introduces low-amplitude high-
frequency content in the overall system response. The higher-
frequency content is more pronounced in cases of higher deriva-
tives in the time evolution of the excitation. Variations in shaft
speed are an additional source of disturbances. These add higher-
frequency content in the overall cycle response, and affect both
the phases and the amplitudes of the flow properties at every point
in the cycle. As a result the relative phase of the compressor and
turbine work is affected by the size of the components in the
cycle, and by the relationship between shaft speed and alternator
work. Variations in the overall cycle work may be enhanced or
damped, depending on these relative phases and amplitudes. In
the constant-speed cases shown in this paper the compressor and
turbine work were almost out of phase, giving relatively large
variations in overall cycle work. In the variable-speed cases
shown in this paper the compressor and turbine work were almost
in phase, giving smaller variations in overall cycle work.

Appendix: Description of Components
�Note that the components of the Space Station were under

development at the time of writing.� The following information
was used to produce the results shown in this study. The receiver
has 82 tubes of Haynes 188 steel of outlet diameter 22.2 mm and
active tube length 2.5 m. At design-point receiver operation
��0.8730, Ntu�2.0635, and Cmin /Cmax�0.0000. The recuperator
is a pure counterflow plate-fin unit of length 0.37 m, width 0.32
m, and height 0.49 m. The high-pressure side has 62 sandwiches
of fins, with 630 �0.15 mm thick� CRES 304L fins per m, with
height 3.2 mm. The low-pressure side has 63 sandwiches of fins,
with 630 �0.15 mm thick� CRES 304L fins per m, with height 3.9
mm. At design-point recuperator operation ��0.9404, Ntu
�15.7763, and Cmin /Cmax�1.0000. The gas cooler is an eight-
pass cross-counterflow plate-fin heat exchanger. The fin sand-
wiches are rectangular offset, 2.3 mm high. The gas side has 470
�0.15 mm thick� CRES 304L fins per m, with height 2.3 mm. The
liquid side has 790 �0.15 mm thick� CRES 304L fins per m, with
height 1.9 mm. At design-point gas-cooler operation ��0.9430,
Ntu�6.4501, and Cmin /Cmax�0.7428. The radiator has 8 alumi-
num 2.3 m�8.0 m panels. Key turbomachinery parameters are
shown in Table 3.

Nomenclature

A � Area
c � specific heat capacity
C � heat capacity rate C�ṁcp
D � diameter of a component

eR � rotating total energy per unit mass
f � force per unit mass
h � heat-transfer coefficient
I � linear momentum
J � rotating-unit inertia
k � heat conductivity of the wall
L � length of a component
m � mass

Ntu � number of heat transfer units
p � pressure
Q � energy transferred as heat
r � radius
R � �universal gas constant�/�molecular weight�
t � time

T � temperature
U � absolute flow velocity
V � volume

W, Ẇ � work, power
w � relative velocity in the � direction

x, y, z � Cartesian stationary coordinate system
� � passage angle from axial direction �Fig. 2�
� � blade angle from meridional direction �Fig. 2�
� � heat-exchanger effectiveness
� � �emissivity���Stefan-Boltzmann constant�

r, �, � � cylindrical stationary coordinate system
�, �, � � rotating coordinate system in the impeller

 � angular velocity

Subscripts

0 � total property
1, 2, . . . ,6 � thermodynamic-cycle points

a, b � working fluids in heat exchangers
al � input to alternator shaft
c � compressor

cv � control volume
cd � cold fluid
fr � friction
ht � hot fluid

i � element counter in difference equations
in � into component
m � mean

me � mechanical
max � maximum
min � minimum

ot � out of component
p � at constant pressure (cp)
r � radiation
s � shaft power to alternator

sk � sink �temperature�
sl � eutectic salt �temperature�
t � turbine

tp � impeller tip
v � at constant volume (cv)
w � wall

x, y � Cartesian directions

Superscripts

n � counter in time-difference equations
�-� � primary and secondary coolant loops
* � nondimensional quantity

Table 3

Variable Value

Vc 60�10�6 m3

rc , tp 0.065 m
rc ,m 0.037 m
Ac , in 3.60�10�3 m2

Ac ,m 3.05�10�3 m2

Ac ,ot 2.50�10�3 m2

Vt 100�10�6 m3

rt , tp 0.095 m
rt ,m 0.053 m
At , in 4.00�10�3 m2

At ,m 5.06�10�3 m2

At ,ot 5.65�10�3 m2
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Adapting the Micro-Gas Turbine
Operation to Variable Thermal
and Electrical Requirements
This paper examines the possibilities for a micro-gas turbine operation under a wide
range of thermal and mechanical load requirements. The authors focus the attention on a
partially recuperated thermal cycle based on a by-pass option towards the heat recovery
boiler, in order to adapt the gas turbine operation to increasing needs of thermal output.
In addition, a variable speed operation is considered as a more reliable method for
decreasing the mechanical output without producing an excess in efficiency decay. The
actual possibilities of the above-named regulation tools are examined by an integrated
procedure which involves, besides an accurate thermodynamic preliminary analysis, the
component matching study and the CFD based simulation of the combustion
chamber. �DOI: 10.1115/1.1806839�

Introduction
The increasing interest in the micro-gas turbine utilization for

cogenerating applications �1–9� solicits the researchers to define
the most effective systems for ensuring its satisfactory operation
within a wide range of operating conditions. As it is well estab-
lished, the competitiveness of this machine is mainly based on the
possibility of both adopting a great variety of gaseous and liquid
fuels and meeting several requirements in terms of thermal to
power output ratios.

On the other hand, the most up-to-dated technical trends indi-
cate that an efficient baseline configuration of the micro-gas tur-
bine must mandatorily make use of recuperated cycles �5,8�, in
order to compensate the lower firing temperature and pressure
ratio levels, compared with those of large-scale gas turbines.

The simultaneous presence of the recuperating heat exchanger
and of the heat recovery boiler suggests an interesting way for
complying with several requirements of electrical and thermal
output from the plant. In other words, an appropriate sharing of
the exhaust gas flows either to the recuperator or directly to the
boiler may lead to a ‘‘partially recuperated’’ cycle with different
rates of available heat in the gas turbine exhausts.

The purpose of the present work is, first, to verify the effective-
ness of this idea by an energetic point of view, by examining the
extent of the range of thermal and electrical requirements which
can be fulfilled by this method and the related energy saving in-
dices. Next, the authors will deal with the most challenging prob-
lem of checking the practical adaptability of the single plant com-
ponents to each modified operating conditions.

Really, a turbine off-design condition is induced by the modi-
fied firing temperature level and, similarly, the compressor itself
can be involved in stall or choking limits. This aspect will be
verified through an authors’ methodology which includes the com-
pressor and turbine matching in the cycle analysis �10,11�, the
latter referring both to conventional and to low LHV fuels ob-
tained by bio-mass �2� or solid waste gasification �6�.

Finally, particular care will be addressed to the study of com-
bustor off-design conditions. The proposed regulation method
produces significant changes in the air inlet temperature and in the
fuel-to-air ratio, both parameters affecting the actual flammability

limits and combustion development. This aspect will be examined
through a CFD analysis �12–16� whose main inputs are provided
by the above described cycle calculation. The combustor simula-
tion, also including the pollutant prediction, will therefore provide
the ultimate information about the practical application of the pro-
posed regulation method for the micro-GT based cogenerating
plant.

Micro-Gas Turbine Features
Although the typical micro-gas turbine applications cover a

wide range of mechanical output �1–9�, the example discussed in
this paper refers to a MGT of the 100 kW class, whose specifica-
tions are given in Table 1. As it is well known from the recent
technical literature, a recuperated cycle is necessary to meet the
requirements of an acceptable thermal efficiency, due to the re-
duced values of the main cycle parameters, i.e., the pressure ratio
and the turbine inlet temperature. The first one is chiefly related to
the actual possibilities of radial turbomachines which are often
derived from the turbocharger technology �1�, while the second
one ensures a reliable operation without adopting a turbine blade
cooling system.

In addition, the attractiveness of these devices is strongly de-
pendent on the possibility of burning different fuels, like those
obtained by either bio-mass �2� or solid waste �6� gasification as
an alternate choice to the classical natural gas employment. The
fuel characteristics considered in the following are given in Table
2, where the symbols BIOM(o) and BIOM(a) designate bio-mass
fuels obtained by oxygen and air based gasification processes,
respectively. The solid waste �SW� fuel is obtained from an oxy-
gen based pyrolisis �6� and the resulting composition is fairly
similar to that of the BIOM(o) fuel. In both cases a relevant
hydrogen content is present and the consequent adiabatic flame
temperature, T0 f , is higher than in the natural gas case. On the
contrary, the BIOM(a) fuel is characterized by a dramatic per-
centage of inert species which explain both the low LHV level and
the high value of the fuel/air stoichiometric ratio.

Finally, the interest in the MGT is increased by the possibility
of exploiting the residual thermal energy in the exhausts �9�. Like
in all co-generating applications, a good plant flexibility is con-
sidered to be a base tool for satisfying different thermal to me-
chanical load ratios. The authors’ proposal is based upon the op-
tion represented in Fig. 1, which displays the baseline MGT
layout with the possibility of splitting the exhaust mass flow either
to the recuperator or directly to the heat recovery boiler inlet,
according to the by-pass ratio:
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Xb�1�
ṁg ,R

ṁg
(1)

where Xb�0 leads to a fully recuperated cycle, while Xb�0 in-
creases the amount of thermal output for district or industrial heat-
ing. In the latter case, the fuel mass flow rate, ṁ f , must be obvi-
ously raised to maintain the same level of T .I .T .

A preliminary thermodynamic analysis will put into evidence
the expected performance parameters of the co-generating plant
but the following sections will also employ a more deepened
methodology aiming to check the actual operating conditions of
the several components which are induced by the different options
outlined before, namely the following:

• The adoption of different fuels produces changes in the mass
flow rate through the turbine, so that the matching conditions
of the rotating devices are altered.

• Similarly, part load conditions must be investigated, together
with the activation of the recuperator by-pass option. In ad-
dition, a more interesting perspective is offered by the em-
ployment of a variable-frequency electric generator �7� which
could allow an extension of the range of both thermal and
mechanical requirements which can be satisfied. In this case,
the gear-box in Fig. 1 could be replaced by a direct-drive
connection.

• Combustor off-design conditions are induced both by the
changes in the fuel supplied and by the actual recuperator
effectiveness in all cases with Xb�0. These are characterized
by a decrease in the air temperature at combustor inlet and
therefore the combustion effectiveness must be investigated,
together with the variations in both flammability limits and
self-ignition conditions.

Methods for Gas Turbine Plant Analysis
The plant and component analysis is carried out through a num-

ber of steps of increasing deepening, namely the following.

Thermal Cycle Analysis. The study of the thermodynamic
processes that take place through the several plant components in
accordance with the layout in Fig. 1 relies on an accurate model
based on the following

• Evaluation of the thermochemical equilibrium of the species
involved in the several processes and originating from the
combustion of the different fuels in Table 1. Gas composition
and thermodynamic properties are calculated by accessing the
JANAF tables �17�.

• Recuperator efficiency and related pressure losses are com-
puted as a function of the actual gas flow rate through this
device. This last parameter is moreover affected by power
output, fuel composition, and by-pass ratio. A typical effi-
ciency profile is displayed in Fig. 2 as a function of the gas/
air flow rate ratio �8�. The laminar gas flow regime through
the several passages is responsible for the effectiveness de-
crease when the nondimensional flow rate increases �4,8�.
Nevertheless, for a very reduced flow rate an opposite behav-
ior is expected �8� as a consequence of relevant off design
operation of the device. Figure 2 also reports the operating
points expected at rated power output and zero by-pass, for
both natural gas and the low LHV biomass fuel. A linear
variation of pressure losses is also specified as a function of
the nondimensional gas flow rate.

A reliable preliminary prediction of the gas turbine performance
is therefore allowed, in order to estimate the potential of several
solutions in terms of the fuel adopted or of the by-pass option

Fig. 1 Schematics of micro-gas turbine integrated with devices for recuper-
ated cycle and heat recovery

Table 1 Base features of the micro-gas turbine „MGT…

Micro-GT specifications

Mechanical arrangement Single shaft
Pressure ratio 3.9
Turbine inlet temperature 1223 K
Rated mechanical output/speed 110 kW/64000 rpm
Compressor 1 Radial flow compressor
Turbines 1 radial flow turbine

Table 2 Natural gas and gaseous fuels from bio-mass and
solid waste gasification composition and properties

Fuel composition
�%, molar�

Natural
gas �NG� BIOM(o) BIOM(a) SW

CH4 92.00 18.00 9.00 7.00
C2H6 3.70 2.00 ¯ 7.00
C3H8 1.00 2.00 ¯ 7.00
C4H10 0.25 2.00 ¯ ¯

N2 2.90 8.00 56.00 ¯

H2 ¯ 25.00 9.00 18.00
CO ¯ 33.00 12.00 61.00
CO2 0.15 10.00 20.00 ¯

H2O ¯ ¯ ¯ ¯

Mol. mass, g/mol 17.34 21.92 28.51 23.76
LHV �kJ/kg� 47 182 19198 2798 21697
h0 f (kJ/kg) �4266.9 �3720.1 �1649.5 �2923.9
f st 0.0620 0.1680 1.257 0.1530
To f (K) 2220 2231 1571 2300
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activation. Such profiles are also employed within the component
matching procedure, and a different effectiveness and pressure
loss can be evaluated at each load level of the MGT.

Thermo-Kinetic NO Model. The kinetic equations which
describe the mechanism of thermal NO formation �11,18,19� are
solved in the residence time domain by updating both local tem-
peratures and species concentrations through chemical equilib-
rium calculations. In this way, the method �19�, which is included
in the thermodynamic analysis, is sensitive to a number of key
parameters, like

• the overall residence time of the reactants and products
through the combustion chamber;

• the time and mass flow rate sharing in the combustor regions
�i.e., primary, secondary and dilution zones�; and

• the steam concentration �if any� in the oxidant or the amount
of water or steam injected into the primary zone.

The comparison with experiments has demonstrated that the
model leads to an effective prediction of actual emission data,
provided that a good calibration of the above parameters is per-
formed �11�. To this purpose a CFD based analysis, as the one
discussed in the following, may represent a reliable identification
tool.

Component Matching Analysis. This approach is of particular
interest when dealing with off design conditions induced by either
thermal or mechanical load variations. Moreover, the component
operation is affected by changes in the type of fuel injected or in
the by-pass ratio. Thus the matching analysis allows a more real-
istic estimation of actual variations which can be expected in plant
performances and emissions. In addition, this step provides more
accurate inputs to the detailed fluid-dynamic analysis of the com-
bustion chamber, as described at the following step.

A typical matching procedure among the rotating and stationary
components leads to the estimation of the whole operating domain
of the plant �11,16,20�. The latter is determined under the hypoth-
esis of the application of a variable speed load �6,9�. The off-
design computation proceeds with a direct access to the radial
flow turbine and compressor maps �Figs. 3 and 4�. The recupera-
tor characteristics in Fig. 2 are also accessed at each load level.
The operating domain �Figs. 4–6� is bounded by both turboma-
chinery limitations �i.e., compressor stall or choking, turbine
choking, etc.� and by functional considerations �maximum allow-
able turbine inlet temperature, shaft speed, power output, etc.�.

The level of by-pass ratio can also change the extent of the oper-
ating domain, as shown in Fig. 5. More remarkable modifications
are expected in the case of low-LHV fuel injection, as a conse-
quence of the increased mass flow through the turbine. Each point
inside such domains satisfies the closure conditions of the match-
ing problem �i.e., the discharge pressure must be equal to the
ambient pressure increased by the pressure losses through the heat
recovery devices end the stack� and therefore represents a possible
operating condition for the plant. The design point location is also
marked in Fig. 5.

The iso-contours of each parameter defining the thermal cycle
can be finally drawn inside the matching domain. As an example,
Fig. 6 shows the levels of the pressure loss inside the HRSG
derived from the recuperator characteristics in Fig. 2. The latter is
mainly a function of the exhaust flow rate, basically dependent on
the turbine speed, as expected.

CFD Analysis of the Combustion Chamber. The simulation of
the reacting flows employs the widely known KIVA3V code
�21,22� which has been expressly adapted by the authors to this
purpose �10,11,16�. A full combustion simulation is developed,
including the flow through the liner, for a better evaluation of both

Fig. 2 Effect of nondimensional flow rate on recuperator effec-
tiveness and pressure losses

Fig. 3 Characteristics of the radial turbine of the MGT

Fig. 4 MGT operating range superimposed on the compressor
characteristics
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the air flow rate splitting between the several combustor regions
and the flow conditions through secondary and dilution holes �23�.

As a first application of the CFD simulation to a MGT combus-
tion chamber, the authors have selected an annular combustor ge-

ometry which was already tested in previous works �11,16�. The
adaptation to the new gas turbine size was made by scaling the
original combustor in both span-wise and azimuthal directions and
by maintaining the chamber length. The first choice ensures al-
most the same velocity levels as in the original combustor �which
equips an aero-derivative gas turbine of the 20 MW class� while
the latter allows preservation of the same order of magnitude for
the residence times.

The resulting scaled height and average diameter are of about 4
and 10 cm and these values correctly fit the typical compressor
and turbine sizes for this application. The authors’ choice must be
intended, however, as a first attempt to simulate the combustion in
a MGT chamber by following their previous experiences. An ap-
propriate definition of the actual combustor geometry should at
least consider a comparison between the annular and the tubular
type. For example, the latter configuration could be more correct
for connecting the flows from the recuperator, while the first one
could allow a direct linking to the compressor diffuser on the
combustor entry side and to the turbine vanes on the opposite one.

A schematic view of the burner and liner arrangement and of
the secondary and dilution port location is given in Fig. 7, to-
gether with some details of the 60 000 vertex grid �16,24�. A 12
deg three-dimensional sector was considered, according to the pe-
riodical arrangement of both 30 inlet air swirlers and 30 fuel in-
jectors with 30 deg full cone-shaped jets.

Both boundary and initial conditions are assigned in accordance
with the gas turbine simulation results.

• Total pressure and temperature of the combustor intake flows
result from the component matching analysis; the inlet axial
velocity is calculated to meet the actual amount of air flow
rate entering the combustor, which is automatically split into
the primary air and the secondary and dilution air flows
through the liner.

• Static pressure at combustor exit is determined by evaluating
the outlet velocity level and a total pressure loss �3% of the
total inlet pressure� through the combustion chamber.

• A swirled intake air flow into the primary zone, with a con-
stant flow angle of 60 deg is assumed.

The code performs the solution of the unsteady Navier–Stokes
system of equations with an arbitrary Lagrangian–Eulerian
method �21,22�. Viscous flow effects and the fuel–air mixing and
turbulent chemistry rates as well are approached with a classical
two-equation ��-�� model.

Regarding the chemical reaction rates, a global two-step meth-
ane oxidation mechanism was introduced �25,26�:

1) CH4�
3
2O2→CO�2H2O

R f 1�1015.220 exp��20,643/T ��CH4�1.460�O2�0.5217

Fig. 5 Typical MGT operating domains at various by-pass
levels

Fig. 6 Iso-contours of HRSG pressure losses inside the MGT
operating domain

Fig. 7 Computational mesh and schematic view of the 3D sector of the MGT combustor
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Rb1�0
(2)

2) CO�
1
2O2↔CO2

R f 2�1014.902 exp��11 613/T ��CO�1.6904�O2�1.570

Rb2�1014.349 exp��62 281/T ��CO2�1.0

The first equation is also employed for higher-order hydrocar-
bon oxidation, while the second one is also assumed for the car-
bon monoxide combustion in the BIOM and SW fuels.

The hydrogen oxidation in the bio-mass or solid-waste derived
fuel is approached by a single step reaction of the type

H2�
1
2O2→H2O

R f�1011.740 exp��7500/T ��H2��O2� (3)

Rb�0

The actual reaction rates are calculated as

�r�min��k ,r � t ,r� (4)

where �k ,r is the rate associated with the kinetically controlled
mechanisms in Eqs. �2� and �3� and � t ,r is the turbulent mixing-
controlled rate of the Magnussen and Hjertager model �27�.

The set of chemical kinetics equations is completed by those of
the extended Zel’dovich mechanism �18� for the prediction of
thermal nitric monoxide formation. The equations are simulta-
neously solved in each computational cell by an algorithm that
determines the formation rate of the species involved in the pro-
cess �11�.

Two empirical correlations for the auto-ignition delay time of
methane are used in some of the test cases presented. The first one
has been generated by Spadaccini et al. �28,29� and the auto-
ignition delay is calculated as

��2.21�10�14 exp�22 659/T ��O2��1.05�CH4�0.33 (5)

The validity is limited to temperatures of 1300 K and above. So
the correlation by Li and Williams �29,30�, for the low tempera-
tures defined as less than 1300 K, is also introduced:

���2.6�10�15�O2��4/3�CH4�1/3�/T0.92 exp��13 180/T � (6)

Although the above equations identify the auto-ignition thresh-
old, in this first application they are assumed to be able to estab-
lish a flammability criterion since they incorporate information
about the local fuel to air equivalence ratio. The values of � are, in
fact, sensitive to the oxidant and fuel concentrations. Either an
excess in fuel contents or an oxygen lack would increase the delay
times and the mixture ignition could not take place within the
computational cell.

The delay time concept is transformed into a spatially delayed
ignition by comparing the � values with those, ��, necessary for
the mixture to reach each computational cell, say,

���
	

V�
(7)

where 	 is the distance between the injector location and the cell
and V� is the average velocity along the same direction. The ig-
nition occurs wherever the ���� condition is fulfilled.

Computational Results
The preliminary thermodynamic analysis aims at an assessment

of the potential of the MGT to provide acceptable performance
parameters mainly in co-generating application.

The results of the thermal cycle simulation are shown in Figs.
8–10 and refer to a firing temperature of 1223 K with an air mass
flow rate of 0.8 kg/s, leading to a rated mechanical output for
natural gas fuelling of nearly 110 kW. An electrical efficiency of
0.91 will ensure an electrical output of 100 kW.

The analysis is extended to all fuels in Table 2 and it examines
the effect of the Xb parameter on the energetic performances of

Fig. 8 Performance data of the MGT versus the by-pass ratio
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the MGT. It must be pointed out that the cycle analysis neglects
the energy requirements for bio-mass or solid-waste treatment, so
that an eventual performance increase related to these fuels must
be intended as a possible compensation of the increased invest-
ment and energy costs.

On the other hand, the results account for the variation in fuel
flow rates which are needed in accordance with their different
calorific values. The net mechanical outputs in Fig. 8�a� include
both this effect and the compression work for supplying the fuel at
the required injection pressure �5.5 bar�. The higher fuel rates,
especially in the BIOM(a) case, suggest a mechanical and ther-
mal output increase �Figs. 8�a� and 8�b�� which must be confirmed
by a more accurate analysis based on the component matching.
On the contrary, the efficiency decrease in the low LHV fuel cases
can be explained by the larger amount of thermal energy which is
needed by the combustion products to reach the assigned firing
temperature.

Regarding the influence of the Xb parameter, the thermal output
increase and the efficiency decrease are expected results, while the
mechanical output trend can be explained by the reduced pressure
losses through the recuperator with the higher values of the by-
pass ratio. The increase in exhaust mass flow rate also plays a role
in this sense. The most interesting indication refers to the energy
saving ratio which is estimated by comparing the actual energy
consumption to the one resulting from reference values of the
overall plant efficiency �at generator terminals� and boiler effi-
ciency of 0.38 and 0.9, respectively. This performance parameter
�Fig. 8�c�� increases with the lower LHV fuels, which involve
higher mass flows to the HRSG, and preserves an acceptable level
over a wide Xb range, also in the less favorable case of natural gas
fuelling.

The more detailed results in Fig. 9 give reason of the perfor-
mance data trend in Fig. 8 and they also put into evidence some
problems related to either the employment of different fuels or the
assumption of too high values of the by-pass ratio:

• The higher the Xb values, the lower is the air temperature at
combustion inlet �Fig. 9�b�� and therefore the ignition condi-
tions can be significantly penalized. This situation must be
investigated by the CFD based combustor analysis.

• Similarly a MGT operation based on the Xb variation in-
volves the possibility of severe gas temperatures at the HRSG
inlet �Fig. 9�c�� and therefore the materials of both recupera-
tor and heat recovery heat exchanger should comply with this
situation.

• The CO2 emission index in Fig. 9�d� presents unfavorable
levels in the cases of both bio-mass and solid-waste derived
fuels, even in the case of a fully recuperated thermal cycle
(Xb�0). These values become fairly unacceptable when Xb
increases. The NO levels, estimated for a residence time of 25
ms and a primary fuel to air equivalence ratio of 0.55, are
rather negligible in all cases.

Finally, the results in Figs. 8 and 9 refer to a heat recovery
addressed to the production of a low pressure saturated steam
(ps�1 bar). Increasing this parameter makes it more difficult for
the exhaust gas temperature profile through the HRSG to match
the pinch-point condition �10 K�, especially for low Xb values.
Consequently, a higher stack temperature can be observed �Fig.
10�a�� and this results in a reduced possibility of energy saving
�Fig. 10�b��.

The latter figure evidences that the choice of higher Xb values
should be more appropriate in accordance with increased steam
pressures and it could represent a good compromise between the
cycle efficiency decay and the preservation of an acceptable en-
ergy saving level. In this sense, more favorable indications can be
expected from the employment of the BIOM and SW fuels as
demonstrated by the results in Fig. 8�d�.

Component Matching Analysis. This computational issue is
addressed to verify the preliminary results of the thermodynamic

Fig. 9 Cycle parameters and emission data of the MGT
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analysis by including the estimation of the flow capacities of the
rotating components �Figs. 3 and 4�. Therefore the main cycle
parameters are not predetermined but they result from the actual
matching conditions. Table 3 therefore puts into evidence that the
same level of mechanical output is accomplished with different
firing temperatures, mainly according to the fuel characteristics.
Consequently, the exhaust temperatures at the recuperator and
HRSG inlet are rather different from those predicted by the pre-
vious analysis.

An encouraging indication is given by the pressure ratio, which
remains fairly unaltered, because of the favorable slope of the
radial turbine curves in Fig. 4. Thus, choked flow conditions do
not take place even in the most critical case of the BIOM(a) fuel
and the compressor operation is preserved from stall inception.

Once the performance at the rated mechanical output has been
assessed, the matching analysis proceeds with the investigation of
the possibilities offered by the MGT to provide different levels of
mechanical and thermal output at part-load operation. Figure 11
displays the iso-contours of the main performance parameters ob-
tained for various by-pass ratios, in the case of natural gas fueling.
In particular Fig. 11�a� highlights that the variable speed operation
allows us to maintain higher thermal efficiency and energy saving
levels at part-load with respect to the constant speed case. Really,
the constant speed operating line in this figure suggests a steep
decay in both efficiency and energy saving ratio when the me-
chanical output reduces; thus any operating line with a positive

slope in the same plane would produce more favorable effects, so
confirming the indications that can be found in current literature
�7,9�.

Different regulation strategies can therefore be issued depend-
ing on the actual characteristics of the variable-frequency electric
generator, and the design point efficiency levels could be approxi-
mately preserved up to about the 60% of the rated output. Figure
11�b� allows estimation of both thermal output and exhaust gas
temperature available at the HRSG inlet. The performance iso-
contours patterns are of course greatly influenced by the by-pass
ratio chosen. As examples, Figs. 11�c� and 11�d� show the same
parameters resulting from a 50% by-pass ratio. Both thermal effi-
ciency and energy savings are reduced with respect to the previ-
ous case but, at the same time, a much higher thermal output at an
increased temperature is now available. In this second case, fol-
lowing an optimal speed-load line, it is also possible to maintain
an approximately constant exhaust temperature at part-load. The
above situation is confirmed at the highest by pass ratio of 100%,
even if a considerable reduction of both thermal efficiency and
energy saving is induced �Figs. 11�e� and 11�f��. In conclusion, the
proposed control method of the MGT, based on a variable-
frequency electric generator and on the employment of recupera-
tor by-pass valves, seems to substantially improve the cogenerat-
ing MGT capabilities of efficiently complying with different
requirements of electrical and thermal outputs.

Similar considerations could hold when different fuels are em-
ployed �Fig. 12�. In this case, as expected, a more evident varia-
tion of the MGT operating domain is found, especially for the
BIOM(a) fuel and for the higher by-pass ratio �Fig. 12�c��. Both
the employment of this low LHV fuel and the absence of a recu-
perated cycle are in fact responsible for the maximum increase of
mass of fuel injected, which produces an advanced compressor
stall, as shown in the figure. This can also limit the part-load
variable-speed operation of the whole plant.

CFD Analysis of the Combustor. The results in this section
aim at a substantial confirmation of those based on a simply ther-
modynamic approach, by analyzing the flow and properties distri-
bution throughout the combustion chamber.

The main issue is related to the comparison between the com-
bustion of natural gas and of the fuels derived from bio-mass or
solid waste gasification. It must be reminded that the same com-
bustor geometry is assumed in all cases and this corresponds to a
check of its adaptation potential to different operating conditions.
A second key matter concerns the combustion analysis for differ-
ent Xb values, thus for variable air inlet temperatures.

In both cases, an important role is played by the ignition delay
model in Eqs. �5� and �6�, which can be helpful to provide indi-
cations about the combustion development and completion under
dramatically changed conditions.

Regarding to the primary fuel/air equivalence ratio, the CFD
analysis proceeds fairly in accordance with the preliminary indi-
cations provided by the thermodynamic calculations. Really, the
corresponding value for natural gas, Xb�0, operation is close to
0.55, so suggesting a typical lean combustion development.

The numerical time-dependent integration proceeds through
computational cycles whose time step results both from the cell
grid size �the average side of the hexahedral elements is 0.15 cm�
and from the application of numerical stability criteria. The aver-
age time step was of 9.3�10�6 s, and it decreased to 4.2
�10�6 s in the BIOM(a) case, due to the generally higher veloc-
ity levels related to the greater fuel mass addition.

The convergence histories, in terms of mean exit temperatures,
are displayed in Fig. 13, and a first comparison is allowed be-
tween the behavior with different fuels �Fig. 13�a�� or under in-
creasing values of the Xb parameter �Fig. 13�b��. In both cases, the
final temperatures meet the values predicted by the thermody-
namic analysis but a first detection of problems related with the
ignition delay time is allowed in Fig. 13�b�.

Really, the results in Fig. 13�a� are obtained for Xb�0 �see

Fig. 10 Influence of the steam pressure on stack temperature
and energy saving ratio
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Table 3� and therefore the inlet temperatures are sufficiently high
to practically overcome self-ignition problems. The response de-
lay in the BIOM(a) case may be simply attributed to the reduced
time steps, as indicated. When the by-pass ratio is increased for
the same power output of 110 kW �Fig. 13�b��, the effect of the
inlet air temperature becomes remarkable and the response char-
acteristics of the combustion system are strongly affected even in
terms of the development of the time-dependent numerical pro-
cess.

Figures 14–21 allow discussion of detailed flow and properties
distributions. The results refer to the converged solution �i.e., at
the last iteration step in Fig. 13�.

As a first indication on the behavior of different fuels, the tem-
perature distributions in Fig. 15 remain rather similar in the case
of natural gas fueling and of a medium LHV fuel like that derived
from solid wastes. The indication about the thermal NO formation
�Fig. 16� conflict with those provided by the thermo-kinetic model
adopted within the thermodynamic analysis. This is due to the

Fig. 11 Operating domains and performance curves of the MGT for different by-pass ratios
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different temperature peaks and residence times which result ei-
ther from the CFD or from the simplified model. Figure 15 clearly

indicates, as a matter of fact, that the extension of the maximum
temperature region and the related level itself are slightly reduced
in the SW case, probably due to the different local equivalence
ratios. The NO level at combustor exit is, however, negligible as
expected.

A more impressive comparison is the one concerning the situ-
ations originating from the different air temperature levels in-
duced by the Xb variations.

The location of the temperature peaks �Fig. 17�, and therefore
of the pre-mixed flames, is substantially forward-shifted when Xb
increases, as a spatial effect of the augmented ignition delay
times. The effect is also highlighted by the fuel distributions in
Fig. 18, which demonstrate that the natural gas consumption
throughout the combustor is much slower when the maximum
by-pass ratios are chosen.

The main consequences can be observed in Figs. 19–21. The
flame shift towards the combustor exit produces a less uniform
temperature distribution in the combustor outlet plane �Fig. 19� so
that increased thermal stresses can be induced for the turbine sta-
tor vanes. While the NO concentrations are below significant lev-
els �Fig. 20�, the CO concentration progressively increases with
the Xb parameter �Fig. 21�, due to the delayed ignition which
avoids the completion of the two-step mechanisms in a larger
combustor region.

Thus the CFD analysis of the combustion process can provide
the definite response about the actual possibilities for the MGT
combustor to operate with different fuels or under varying inlet
temperature levels.

Conclusion
The authors attempted in this paper to provide a comprehensive

overview of the plant and component performance of a micro-gas
turbine under different load and fueling conditions.

Several tools have been adopted for this analysis, in order to
first assess the potential of the MGT based cogenerating plant by
a thermodynamic approach and then refining the off-design pre-
diction in order to emphasize the better results which can be
achieved when introducing a variable speed regulation.

The plant flexibility is strongly augmented both by adopting
different fuels and with the possibilities of adapting the thermal
and mechanical output to different requirements. The preliminary
appealing indications resulting from the thermodynamic and
matching analysis have been verified by a CFD simulation of a
scaled combustion chamber. This study has put into evidence that
a satisfactory adaptation to different conditions can be foreseen
but the ultimate combustor geometry should be severely checked

Fig. 12 Operating domains of the MGT fuelled with BIOM or SW fuels

Fig. 13 Convergence histories of the CFD combustion analy-
ses „combustor inlet conditions at rated power output…
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Fig. 14 Flow field in the combustor mid-plane

Fig. 15 Temperature distribution in the combustor periodic
meridional plane

Fig. 16 Thermal NO distribution in the periodic meridional
plane

Fig. 17 Temperature distribution in the combustor mid-plane

Fig. 18 Fuel distribution in the combustor mid-plane

Fig. 19 Temperature distribution in the combustor exit plane

Fig. 20 Thermal NO distribution in the combustor exit plane

Fig. 21 CO distribution in the combustor exit plane

Table 3 Results of the matching analysis of the MGT „rated mechanical output of 110 kW, XbÄ0…

Fuel
ṁa

�kg/s�
ṁ f

�kg/s�
Tcc
�K�

pcc
�bar�

T .I .T .
�K�

Tg
�K�

THRSG
�K�

P
�kW�

Q
�kW� 
 R (%)

EICO2
�g/kWh�

�NO�
p.p.m., dry

Natural gas 0.8076 0.0069 913.4 3.86 1239.6 943.3 526.5 109.0 104.9 0.335 21.8 632.3 1.90
SW 0.8072 0.0151 927.6 3.88 1255.9 956.3 528.7 109.6 107.1 0.334 23.8 984.0 10.45
BIOM(o) 0.8073 0.0172 930.8 3.88 1256.9 957.2 528.9 110.3 107.8 0.334 24.3 929.1 4.81
BIOM(a) 0.8072 0.1424 915.1 3.88 1213.0 930.5 573.7 109.6 169.3 0.275 30.7 2611.8 0.0015
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in order to determine the actual operating range which is allowed
for an efficient operation, so suggesting the main direction for the
future authors’ work.
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Nomenclature

BIOM � bio-mass derived fuel
EICO2 , EINO � CO2 , NO emission indices

f st � Fuel/air stoichiometric ratio
h0 f � enthalpy of formation

k f , kb � reaction rate constants
LHV � lower heating value

ṁ � mass flow rate
NG � natural gas

P � mechanical power
Q � thermal output
p � pressure

ps � steam pressure
p.p.m. � concentration in parts per million

R% � energy saving ratio
R f , Rb � reaction rates

t � time
SW � solid-waste derived fuel

T, T .I .T . � temperature, turbine inlet temperature
Xb � by-pass ratio

x � mass fraction

Subscripts

a � air
cc � combustion chamber inlet

f � fuel
k � kinetic
g � exhaust gas

ox � oxidant
R � recuperator
t � turbulent

Greek

� � turbulent dissipation rate

 � plant thermal efficiency
� � turbulent kinetic energy
	 � injector distance
� � ignition delay time
� � equivalence ratio
� � net reaction rate
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Turbocharger-Design Effects on
Gasoline-Engine Performance
Specification of a turbocharger for a given engine involves matching the turbocharger
performance characteristics with those of the piston engine. Theoretical considerations of
matching turbocharger pressure ratio and mass flow with engine mass flow and power
permits designers to approach a series of potential turbochargers suitable for the engine.
Ultimately, the final choice among several candidate turbochargers is made by tests. In
this paper two types of steady-flow experiments are used to match three different turbo-
chargers to an automotive turbocharged-intercooled gasoline engine. The first set of tests
measures the steady-flow performance of the compressors and turbines of the three tur-
bochargers. The second set of tests measures the steady-flow design-point and off-design-
point engine performance with each turbocharger. The test results show the design-point
and off-design-point performance of the overall thermodynamic cycle, and this is used to
identify which turbocharger is suitable for different types of engine duties.
�DOI: 10.1115/1.1808428�

Introduction
Whether they operate on the two-stroke or four-stroke thermo-

dynamic cycle, whether they are naturally aspirated or turbo-
charged and intercooled, whether they are fueled by gasoline, die-
sel, or other fuels, piston engines can operate over a wide portion
of their minimum-to-maximum speed and power range. The en-
gine’s fuel map �Fig. 1� shows thermal efficiency contours on a
power-speed or torque-speed map while identifying minimum and
maximum speed, minimum and maximum power, bearing and tur-
bocharger limits, and other limits of operation. Different measures
of the engine’s performance �efficiency, or torque, or power� may
be optimized, for instance with injection and valve timing, mani-
fold tuning, etc., in a smaller range of speeds and powers, whose
location on the speed-power engine map is dictated by the engine
duty. The drop-off in performance away from this optimum range
is not as high as the corresponding one in turbomachines. Turbo-
machine performance is highly dependent on the gas angles at
entry to and exit from all �blading and other� flow passages, and
therefore exhibit high performance over a narrower range of op-
eration. Typically, the operating shaft speed of turbomachines is
an order of magnitude higher than that of piston engines, so that
turbomachines are much smaller than piston engines for compa-
rable mass-flow rates.

The brake power output Ẇot delivered by gasoline and diesel
engines is limited by the mass-flow rate of air ṁa that can go
through the engine in its operating cycle. This mass-flow rate of
air is proportional to �a ,i , the density of the charge as it is admit-
ted to the piston-engine cylinder �Heywood, 1988 �1��

ṁa�ṁ f�A/F � (1)

Ẇot�� th�ṁa�F/A ��LHVF (2)

ṁa��v�a ,iVd

N

nc
(3)

bmep�
Ẇot

Vd�N/nc�
(4)

where (F/A) is the fuel-air ratio at the operating condition. For
naturally aspirated engines the volumetric efficiency is about 0.85,

and for turbocharged engines it is between 0.95 and 1.1, depend-
ing on engine technology. �For two-stroke engines Vd is the swept
volume of the scavenge pump.�

In diesel engines at a given engine speed, load is controlled by
changing the amount of fuel �F� admitted to the cylinder. This is
done less efficiently in gasoline engines, where at a given engine
speed load is controlled mainly by throttling the flow at the intake
manifold, thus reducing the pressure and density of air admitted to
the cylinder. Fuel-injected gasoline engines can also change fuel
timing and amount of fuel injected, while direct-injection �in the
cylinder� gasoline engines can improve volumetric efficiency over
�intake manifold� port-injected engines, where fuel vapor takes
some volume from the incoming air.

In naturally aspirated engines �a ,i is determined by the tem-
perature and pressure of air as it enters the cylinder. This density
is increased with compressors �often followed by intercoolers� in
various supercharging and turbocharging schemes. In supercharg-
ing the compressor is mechanically driven by the engine. In tur-
bocharging the compressor is driven via an exhaust gas turbine.
The basic idea of turbocharging was introduced by R. Diesel in
Germany in 1896 �just 18 years after the first successful Otto-
cycle engine�. At the beginning of this century D. Clark �England,
1901�, and A. Rateau and L. Renault �France� developed super-
charging devices. The idea of a turbocharger for a diesel engine
was patented by A. Buchi �Switzerland, 1905�. Gasoline-engine
turbochargers were first developed by Rateau in 1917. Initially,
turbocharged engines were used for racing cars only. Around 1954
GM developed the first turbocharged gasoline engines for passen-
ger cars.

The drivers of superchargers are directly �mechanically�
coupled to engine speed, and their compressors respond fast to
engine speed and mass-flow changes. The drivers of turbochargers
�the turbine� are indirectly �aero-thermodynamically� coupled to
engine speed, and their compressors are slower to respond to en-
gine speed and mass-flow changes, a condition known as ‘‘turbo-
charger lag.’’ This is improved by reducing the rotating inertia of
the turbocharger, and occasionally by using two �or more� smaller
turbochargers in parallel rather than one larger one. �Occasionally
two turbochargers, sometimes with intercooling between them, are
used in series to further increase intake pressure, particularly in
some marine diesel engines.� Winterbone and Jai-In �1991� �2�
derived transfer-function models from polynomial fits whose co-
efficients were evaluated from experimental data, and used them
with other engine transfer functions to predict diesel-engine re-
sponse to transients.

The different mass-flow rates and operating speeds of piston
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engines and turbomachines are not naturally well matched, and
the combination of any piston engine with a turbocharger must be
carefully planned. The turbocharger geometry must be carefully
chosen so that the range of speeds and mass flows of good turbo-
charger performance coincide with those of the piston engine
while it is operating with the compressor-outlet and turbine-inlet
conditions, with intake and exhaust manifolds �3,4� and with the
operating cycle �or mission profile� of the engine �5�. Clearly, for
piston engines that operate at a narrow speed and power range the
turbocharger will be chosen so that its mass-flow rate and
pressure-ratio range of high efficiency coincides with that of the
engine and the duty. Compromises must be made in engines op-
erating at a wide range of speeds and powers. Automotive en-
gines, for example, are sometimes fitted with a waste gate, so that
at high engine speeds and mass flows, where the engine seldom
operates, some of the exhaust flow by-passes the turbine; and the
turbocharger is better matched at lower speeds and powers, where
the engine operates frequently �6�.

Turbocharger Matching
The total pressure at compressor inlet, p1 , is lower than atmo-

spheric �passage friction� and the total temperature T1 is about
atmospheric �Fig. 1�. The boost pressure p2 is first estimated for
the target power output �it can reach about 1.8 atm for
automotive-type engines, and 3 to 4 for slow speed marine die-
sels� subject to thermal and mechanical stresses. Using a perfect
gas model the turbocharger total-to-total efficiency is estimated
and used to calculate the temperature at compressor outlet

T2�T1� p2

p1
� R/�Cp�p ,c�

or

T2�T1�
T1

�s ,c
� � p2

p1
� R/Cp

�1� (5)

The total pressure of air at intercooler outlet, pa ,i , is a little lower
than p2 . The corresponding total air temperature and density are
estimated from intercooler effectiveness

Ti�T2���T2�T0�, (6)

� i�
pi

RTi
, (7)

� i

�1
�

p2

p1
� 1�

1��

�s ,c
� � p2

p1
� R/Cp

�1� � �1

(8)

where the approximation in Eq. �8� is for neglecting the pressure
drop in the intercooler. The static density at intercooler outlet, �a ,i
is now evaluated from the total conditions and flow area at station
i.

The basic size of the turbocharger is now determined by the air
required by the engine, given by Eq. �3� �the volumetric efficiency
is approximated from previous experience�. The above calcula-
tions can be repeated for several design-point and off-design-point
operating conditions �such as maximum power, optimum speed
and power, part load, etc.� by using appropriate starting values of
p1 and T1 .

If the engine is run at constant speed but increasing load, the
mass-flow rate will increase almost proportionately with the in-
creasing charge density or pressure ratio �Eqs. �3� and �8��. These
engine constant-speed lines Ne on the turbocharger map of Fig. 1
are the dashed lines. Their slope decreases with intercooler effec-
tiveness �Eq. �8��. The lower engine speeds are nearer the surge
line, and the higher engine speeds are at higher compressor mass

flows. The engine load lines Ẇot are shown dotted in the same
figure, and higher-load lines occur at higher compressor pressure
rations.

The appropriate turbocharger can now be chosen from com-
pressor characteristic maps �obtained from steady-flow tests� pro-
vided by turbocharger manufacturers, and comparing that with the
fuel map of the engine �Fig. 1�. The turbocharger compressor
maps are used to identify minimum airflow, limit for continuous
operation and minimum compressor efficiency. Clearly, in the es-
timate outlined above prior experience with typical engine fuel
maps and compressor characteristics is essential.

When the exhaust valve or port of a cylinder first opens, the gas
enters the exhaust system with a fast-diminishing pressure pulse
�7–9�. In pulse turbocharging these pulses are arranged in groups
from two or three cylinders and away from the timing of inlet
valve or port openings to avoid exhaust backflow through the
intake. The pulses are then directed in the turbine volute. The
widely varying conditions at turbine inlet make pulse charging
less efficient than constant-pressure charging; however, pulse
charging is advantageous at low-load conditions, where the pulses
compensate for the low temperature of exhaust gas. In constant-
pressure turbocharging the exhaust gases from all cylinders enter a
common manifold with limited recovery of the pulse pressure.
Turbines supplied with constant pressure operate more efficiently
at high outputs, while pulse-charged turbines are more responsive
to changes in engine output �less turbocharger lag�. Marine en-
gines were pulse charged before the 1970s, but with increasing
brake mean effective pressure (bmep) the balance has tipped to-
wards constant-pressure turbocharging �8�. Despite the practical

Fig. 1 Engine thermodynamic flow stations „left…; and matching of engine fuel map „middle… and compressor map „right…
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differences between pulsed and steady-flow operation, perfor-
mance maps are traditionally obtained from steady-flow tests, and
they are used to match turbochargers to engines.

The compressor diffuser will be chosen to allow for sufficient
surge margin. Then, the turbine volute can be used to change the
effective turbine area, thus changing the energy available from the
turbine and therefore the compressor pressure. Although all this
can be calculated, final adjustment of the engine and turbocharger
is made on the test stand �e.g., engine injection timing and dura-
tion, and choice of turbocharger among several options�.

Turbocharger Geometries
With analyses similar to the above, Garrett combined several

different compressor and turbine impellers, diffusers, and volutes
into potential turbochargers for the Mitsubishi 4G63 engine. This
is a �1.997� 2 liter in-line four-cylinder turbocharged-intercooled
fuel-injected four-stroke gasoline engine with compression ratio
of 8.5:1 and dual overhead cam. This engine has been used in the
Mitsubishi Eclipse since 1994. The turbocharger compressor and
turbine performance and corresponding engine performance were
tested with three of these turbochargers, MT-9, MT-13, and MT-
15, outlined in Fig. 2. The higher the compressor ‘‘trim,’’
Dd ,c

2 /Di ,c
2 and the higher the At /rt , the higher the speed of the

turbocharger. The mass-flow rate through the turbine while it is
operating on the engine is limited by a waste gate, in order to
optimize turbocharger performance in a midspeed range of the
engine.

Turbocharger Tests
In the first set of steady-flow tests the individual compressor

and turbine performance were measured in a turbocharger test
stand. The turbine �with the waste gate disconnected, i.e., full
mass flow� was driven at steady flow conditions by laboratory
dehumidified compressed air supplied by a large screw compres-
sor. A valve at turbine inlet was used to control the turbine mass-
flow rate. Past this control valve the air enters a large tank �about
2 m3�, a filter, a pressure regulator, and the diffuser to the turbine
inlet flange. The turbine outlet exhausts to atmospheric �labora-
tory� conditions. The compressor inlet receives air from atmo-
spheric �laboratory� conditions. The compressor outlet flows past
a set of flow straighteners, past the measurement station, into a
cylindrical tank of volume about 4 liters, and out of this tank via
a control valve that was used to control the compressor delivery
pressure and mass-flow rate. This decoupling of compressor and
turbine mass flow rates and pressure ratios resulted in perfor-
mance maps with wider ranges of operation than could be ob-
tained with the turbochargers coupled to the engine.

The turbochargers were supplied with recirculating lubricating
oil from a four-gallon oil tank via an external pump. The alloy nut
that secures the compressor impeller on the turbocharger shaft was
replaced with a magnetized nut in each turbocharger. The magne-
tized nut activated an inductive copper coil mounted around the

aluminum-alloy compressor inlet, and the frequency of the coil
voltage output was used to measure turbocharger speed via an
oscilloscope.

After flow straighteners the total pressure, static pressure, and
total temperature at compressor outlet, and at turbine inlet and
outlet, were measured with static and total pressure transducers
and thermocouples �the total conditions at compressor inlet are the
ambient laboratory conditions�. The thermocouples were ANSI
code J type, with ferrous �Fe� positive lead and constantan �Cu-
Ni� negative lead, and calibrated at 273 and 373 K. The pressure
transducers were of the Kulite ITQ-1000 series, and they were
calibrated using a weight gauge tester. In order to obtain area-
averaged velocities and mass flows, and therefore total and static
properties, the circumferential velocity profiles were measured at
each station and at each flow condition, and used to derive the
area-averaged velocity from the velocity at midpassage. These
properties were used to derive the mass-flow rates, the pressure
ratio, and the work of the compressor and turbine. The data were
amplified and fed to a PC data acquisition system �Labtech�.

At each of about ten settings of turbine-inlet valve positions,
measurements were taken at several �about ten� compressor-outlet
valve settings, from wide-open valve until the partially closed
position where surge occurred, thus varying compressor mass-
flow rate and speed. Each measurement point is derived as the
statistical average of at least ten measurements within 50 percent
of the standard deviation from the mean.

The measured steady-flow compressor and turbine performance
maps are shown in Figs. 3, 4, and 5, respectively. The compressor
performance figures of pressure ratio versus corrected mass-flow
rate show: the surge region �S�; lines of turbocharger speed Nc
�Nt ; and lines of total-to-total isentropic �solid lines� and poly-
tropic �dashed and dotted lines� efficiency. The compressor per-
formance figures also show piston-engine rpm regimes Ne and
wide-open throttle operation �WOT�, measured in the second set
of tests with the turbochargers on the engine. The turbine perfor-
mance maps are presented as specific power versus mass flow rate
and they show lines of: turbocharger speed Nt �almost vertical�;
turbine total-to-total pressure ratio �almost horizontal�; and total-
to-total isentropic �solid lines� and polytropic �dashed and dotted
lines� efficiency.

Gasoline-Engine Tests
In the second set of steady-flow tests each turbocharger was

installed on the 4G63 engine. The corresponding engine perfor-
mance map was measured with a Dynamatic eddy-current dyna-
mometer whose field was used to control engine torque or speed
via a Digalog series 1000A controller. The engine coolant fan was
eliminated, and the engine was cooled via a water-to-water shell-
and-tube heat exchanger that kept the engine coolant temperature
between 353 and 368 K. The intercooler was also cooled by water
so that its effectiveness remained between 60% and 65% through-
out the engine tests. The performance of this fuel-injected engine
was measured using the engine’s electronic control unit �ECU�
and its RAM monitor. The power output of the engine was sys-
tematically varied over a range of operating speeds. At each op-
erating condition �engine speed and torque, measured by the dy-
namometer controller� the fuel consumption was measured as a
function of the time during which the injectors were open. In
addition to these measurements air flow rate and water tempera-
ture were also recorded. The measurements were taken at 100%,
80%, 60%, 40%, and 20% �or more� of the torque at wide-open
throttle at every 300–500 rpm from 2000 rpm to 5000 rpm. The
data were obtained 15 to 20 times within 5 s at each measuring
point. Again, each measurement point is obtained as the statistical
average of at least ten measurements within 50 percent of the
standard deviation from the mean. The corresponding engine fuel
maps with each of the three turbochargers are shown in Fig. 6.

In addition to the engine measurements, the temperature and
pressure transducers and thermocouples that were used in the tur-

Fig. 2 Compressor and turbine geometries
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Fig. 3 Measured performance of compressor „left… and turbine „right… of turbocharger MT-9. „Total-to-total efficiency lines:
isentropic, solid; and polytropic, dashed and dotted.…

Fig. 4 Measured performance of compressor „left… and turbine „right… of turbocharger MT-13. „Total-to-total efficiency lines:
isentropic, solid; and polytropic, dashed and dotted.…

Fig. 5 Measured performance of compressor „left… and turbine „right… of turbocharger MT-15. „Total-to-total efficiency lines:
isentropic, solid; and polytropic, dashed and dotted.…
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bocharger tests were now mounted on the engine compressor
ducting, and the mass flow rate, pressure ratio, and efficiency of
the compressor were computed. The corresponding engine oper-
ating speeds are shown in the compressor maps of Figs. 3, 4, and
5. The turbine waste gate limits the operating range of the com-
pressors near their high-efficiency regimes.

More details on the experiments were presented by Sadoi �10�.

Discussion of Results
With the aid of the above test results we can discuss

turbocharger-design effects on off-design cycle performance.
The compressor mass-flow rates at the same pressure ratios and

turbocharger speeds were MT-9�MT-13�MT-15. For example, at
rc�1.6 and Nt�100,000 rpm the mass-flow rates were MT-9
�0.06 kg/s; MT-13�0.075 kg/s; MT-15�0.118 kg/s.

The compressor mass-flow rates at the same turbocharger
speeds and the same compressor efficiency were also MT-9�MT-
13�MT-15. For example, at Nt�100,000 rpm and �s ,c�0.65 the
mass flow rates were MT-9�0.115 kg/s; MT-13�0.123 kg/s; MT-
15�0.148 kg/s.

The surge lines of MT-9 and MT-13 are at almost the same
position, and that of MT-15 is at a higher mass-flow rate. There-
fore, it is harder for MT-15 to give boost at low mass-flow rates
�lower engine speeds�.

Maximum acceleration at wide-open throttle through the car
gears occurs from 2500 to 6000 rpm. Compressor MT-13 has the
best efficiency at wide-open throttle in that range. With MT-9
wide-open throttle operation is to the right of the maximum effi-
ciency point �maximum efficiency occurs at lower mass-flow
rates�. With MT-15 operation at wide-open throttle is to the left of
the maximum efficiency point �maximum efficiency occurs at
higher mass-flow rates�. At 2000 to 2500 rpm �legal highway
speeds in the USA� MT-9 operates near compressor surge. There-
fore, MT-13 is the best compressor for maximum acceleration.
The zones of maximum compressor efficiency are MT-9�0.065–
0.100 kg/s; MT-13�0.075–0.11 kg/s; and MT-15�0.10–0.14
kg/s.

The efficiency of compressor MT-9 was the best at low mass-
flow rates �best for low-speed engines�. The efficiency of com-
pressor MT-15 was the best at high mass-flow rates �best for high-
speed engines, spirited or race driving conditions�.

The turbine mass flow rates at the same pressure ratios and
enthalpy drops were MT-9�MT-13�MT-15. For example at rt
�1.8 and Nt�100,000 rpm the mass-flow rates were: MT-9
�0.098 kg/s; MT-13�0.093 kg/s; MT-15�0.089 kg/s. Turbine ef-
ficiency is increased as the mass-flow rate is increased.

MT-15 has the smallest turbine, so it can provide a given pres-
sure ratio at the smallest mass flow rate. MT-9 is the best turbine
for high-speed engines, and MT-15 is the best turbine for low-
speed engines. MT-13 is the best turbine for better overall perfor-
mance. The turbine is not as critical to engine-turbocharger match-
ing as is the compressor.

The engine performance maps in Figs. 6 and 7 are consistent
with the above observations on the location of engine speed lines
on the compressor performance maps. The engine with MT-13
gives the widest plateaus of high thermal efficiency �32%� at in-
termediate speeds and powers, and the best overall maximum
power and torque versus speed. Compared with MT-13 engine
performance, the best overall thermal efficiency �32%� is at a
narrower range and at lower speed and higher power with MT-9;
and at a narrower range and at higher speed and lower power with
MT-15. The engine with turbocharger MT-13 has the best torque
and power curves �Fig. 7�, especially in the range of 2500 to 6000
rpm. The torque with MT-9 is good at lower engine speeds �up to
3000 rpm�, but at over 3000 rpm the torque decreases, and the

Fig. 6 Measured engine fuel maps: left MT-9; middle MT-13; and right MT-15

Fig. 7 Engine torque and power curves
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power at 5000 rpm is the worst among the three turbochargers.
The torque with MT-15 is worst in most of the usual operating
range, but it improves at over 4500 rpm.

Operation at 2000 engine rpm is often used for highway speeds
in the USA. The turbocharger whose 2000 engine-rpm line is the
furthest away from the surge line �MT-13� is the best of the three
turbochargers. Also, the engine usually operates at relatively low
loads and low speeds, where the fuel map of MT-13 �widest pla-
teaus of thermal efficiency� has thermal efficiencies over 28%.

Conclusions
The tested overall steady-flow design-point and off-design-

point thermodynamic cycle �and engine� performance with the
three turbochargers �Figs. 6 and 7� are so close that it is unlikely
that these differences could be confidently obtained with compu-
tations. Theoretical turbocharger matching is useful to approach a
range of turbocharger frames, but final testing is essential to in-
vestigate the effect of different turbochargers on the overall
design-point and off-design-point piston-engine cycle perfor-
mance.

Different turbochargers are advantageous to an engine for dif-
ferent types of operation.

The performance of a turbocharger is determined by the com-
bination of compressor and turbine specification, and the turbine
is not as sensitive to engine matching as the compressor.
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Nomenclature

(A/F) � air-fuel ratio
bmep � brake mean effective pressure

Cp � isobaric specific heat capacity
(F/A) � 1/(A/F), fuel-air ratio

LHVF � lower heating value of fuel
m, ṁ � mass, mass-flow rate

N � shaft speed, rev/sec
nc�2, 1 � four-stroke, two-stroke cycle constant

p � pressure

R � universal gas constant/molecular weight
r � pressure ratio
T � temperature

Vd � engine displaced volume
W, Ẇ � work, power

	 � corrected pressure, p/p0
� � intercooler effectiveness

� th � thermal efficiency
�v � volumetric efficiency
�p � polytropic total-to-total efficiency
�s � isentropic total-to-total efficiency

 � corrected temperature, T/T0
� � density

Subscripts

0 � ambient air
1 � compressor inlet
2 � compressor outlet
a � air
c � compressor
e � �piston� engine
f � fuel
i � intercooler outlet/cylinder inlet

ot � brake power output
t � turbine
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Economic and Scenario Analyses
of New Gas Turbine Combined
Cycles With No Emissions of
Carbon Dioxide
In this paper economic and scenario analyses of new gas turbine combined cycles with no
emissions of carbon dioxide �CO2� and nitrogen oxides are described. The cycles, al-
ready presented in a recent paper (ASME GT 2002-30117), have water/steam as a work-
ing fluid, the compression phase both in liquid and vapor phase, the internal combustion
between pure oxygen �O2� and chemically heated natural gas-based syngas, and the CO2
capture and sequestration by water condensation from the exhaust gas. The aim of the
economic analyses is to estimate the investment per MW and the levelized discounted cost
of the electricity (COE) produced by a power plant based on the cycles proposed here in
comparison with a standard reference combined cycle power plant (SRCC). To evaluate
the equipment costs, several cost functions of the most important operative parameters
have been introduced and tuned with the actual data. Using the least square regression
technique, explicit functions of the COE have been proposed to highlight the cheapest
operative conditions with a derivative approach. Moreover, a wide scenario analysis has
been carried out, varying the most important investment parameters, as, for example, the
discount rate. In particular, some maps of the COE and break-even carbon tax (BECT)
behavior have been constructed to test the importance of the market uncertainty on the
economic results obtained. Finally, the possible technological progress effect on the BECT
with a cost reduction of some innovative equipment and the O2 production has been
investigated in depth with the 2k factorial design scenario analysis. The O2 production
has resulted as the most important parameter from an economic point of view.
�DOI: 10.1115/1.1850492�

Introduction
A wide research activity is currently devoted about new tech-

nologies for the mitigation of the anthropogenic CO2 emissions,
which derive essentially from the fossil fuel combustion. As re-
cent official data �1�, the European Union �EU� CO2 emissions of
2001 are still largely higher than the Kyoto Protocol commit-
ments, even if their growth is lower than the fossil fuel utilization
increment �1�.

During the last years in the energy industry sector, whose CO2
emissions are about 27% of the total amount, the main interven-
tions to mitigate the overall CO2 emissions concerned the conver-
sion of many old oil fired steam cycle power plants into natural
gas �NG� fired gas turbine �GT� combined cycle �CC� power sta-
tions. This fact has made it possible to reduce the specific CO2
emissions per unit of energy obtaining both the thermodynamic
efficiency improvement and a wider utilization of a lower carbon
content fuel.

To abate more drastically the CO2 emissions in the fossil fuel
fired power generation sector, in the near future it will be neces-
sary to introduce severe changes in the energy conversion pro-
cesses adopting the CO2 capture and sequestration. With particu-
lar reference to the NG fired GTCC power stations, many new
power generation processes have been proposed and analyzed in
the literature. Briefly, the proposals include at the same time one
or more of the following options: �i� new working fluids to miti-

gate the flame temperature in the combustion chamber, as CO2

�2–5� or steam �6–12�; �ii� the adoption of pure oxygen (O2) as
comburent without nitrogen �2–13�; �iii� the introduction of the
CO2 capture from the exhaust gas �end-pipe option� �12,14–16�
or from fossil fuel derived syngas to obtain a hydrogen enriched
fuel without carbon content �17–20�.

The actual future possibility to adopt one of the proposals cited
above depends strongly on the overall cost of the electricity
�COE� produced, on the availability of safe long-term CO2 storage
options and, finally, on the technological feasibility and reliability
of some innovative and expensive equipment required, as, for ex-
ample, CO2 GTs, low-nitrogen oxides �NOx� hydrogen fired com-
bustors, H2 separation membranes, high-temperature steam tur-
bines, O2 production membranes. From the performance point of
view, the most consistent penalization in comparison with stan-
dard technologies is due essentially to the CO2 capture, to the pure
O2 production, and to the CO2 compression for the long-term
storage.

In literature, several economic data concerning the new low/no
CO2 emission GT-based power generation processes are available.
Due to the absence of a standard framework for the economic
assessments, it is difficult to compare them in a reliable way.
Anyhow, concerning the natural gas-fired GTCCs with precom-
bustion CO2 capture, in comparison with standard power stations,
the COE increases by 35%–55% with the relative cost of CO2
avoided of about 35–45 US$/t CO2 �20–22�. When in NGCCs the
CO2 is captured from the exhaust gas, the COE increases by
35%–70%, with a relative CO2 mitigation cost of $30–$50 US$/t
CO2 �20–22�. For the CO2 working fluid GT cycles with pure
oxygen �5�, the COE has been estimated �22� higher by about 90%
with a mitigation cost equal to $40 US$/t CO2 . For the CES cycle
�7�, the COE seems to grow by about 20% with a mitigation cost
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of 15 US$/t CO2 �22�. The CO2 transportation and storage cost
may be estimated equal to about 10–15 US$/t CO2 for distances
from 100 to 200 km �22�. However, it depends strongly on the
storage typology. Indeed, in enhanced oil recovery �EOR�, the

storage may be cheaper than in direct geological saline water de-
posits due to the increased productivity of the oil field.

In the present paper, economic and scenario analyses of three
new gas turbine combined cycles with no CO2 emissions �10� are

Fig. 1 Process flow diagram and relative qualitative temperature-specific entropy plane of the three
cycles analyzed †10‡
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described. These cycles, which belong to the same typologies of
those proposed in �6–8�, are characterized by an integration be-
tween a top superheated steam Brayton cycle with internal com-
bustion between chemically heated NG-based syngas and pure
oxygen and a bottom water/steam Rankine cycle with heat
recovery.

So, first the specific investment per MW of net power �SI� and
the COE produced by a power plant based on the cycles proposed
have been evaluated in comparison with a standard reference
combined cycle power plant �SRCC�, whose features are de-
scribed below. With the regression technique, the cheapest opera-
tive conditions have been calculated highlighting the relative
break-even carbon tax �BECT� with respect to the SRCC. Then, a
wide investment scenario analysis has been carried out to provide
the investor with an effective investment selection tool. Finally,
the possible technological progress effect on the BECT with a cost
reduction of some innovative equipment and the O2 production
has been investigated with the 2k factorial design technique.

Power Plant Configurations
The features and the performance data of the three no CO2

emission GTCCs analyzed here from the economic point of view
have been described in detail in �10�. Briefly �see Fig. 1�, the
working fluid is compressed in both a liquid and vapor phase,
adopting a pump and an intercooled multistage compressor, where
the intercoolings are executed down to saturation conditions with
steam production; the exhaust gas is partially recirculated and
mixed with the working fluid; the fuel is syngas (H2 , CO, CO2 ,
H2O, and CH4), which is produced via steam NG reforming with
internal chemical heat recovery from the exhaust gas; the exhaust
gas, whose components are steam and CO2 , expand down to sub-
atmospheric pressure and cooled down to nearly ambient tempera-
ture with water condensation and consequent separation and cap-
ture of the combustion CO2 , which is liquefied at 70 bar.

The cycle A is the combination of a top intercooled steam Bray-
ton cycle and a bottom heat recovery Rankine cycle with one
pressure level �SP�, which is lower than the exhaust gas pressure.
In the cycle B, the single pressure level of the Rankine cycle is

higher than the exhaust gas pressure and lower than that of the
combustion chamber �HP�. Finally, in the cycle C the Rankine
cycle has two pressure levels and one reheat.

The thermodynamic efficiency and the net specific work rela-
tive to the best operative conditions of the version C, which re-
sults in the best one, are equal to 52.3% and 1150 kJ/kg, respec-
tively. The energy expense due to the pure oxygen production
(E�O2) and the HP are the most important factors with respect to
the thermodynamic efficiency and the net specific work,
respectively.

Economic Analysis
The COE produced by a power plant based on the cycles pro-

posed has been evaluated with the levelized discount cost method
�23�. The total investment cost �TIC� has been evaluated adopting
the factor procedure �24� reported in Fig. 2. The total purchased
and installed cost �PIC� of the equipment has been calculated with
suitable cost functions �see the Appendix� �24–32� of the most
representative operative features. The right values of the cost
function coefficients have been evaluated executing the regression
fitting of actual commercial data with the aim of minimizing the
mean quadratic error �30�. Due some complex and innovative fea-
tures, the PIC of the heat recovery steam generator �HRSG�, the
compressor, the combustor, and the expander has been increased
by a factor �MC� equal to 30% �33�. Indeed, for the HRSG, the
presence in the hot side of heat exchange sections with different
pressures implies the necessity of accurate sealing to avoid gas
leakages. In the combustor, the combustion takes place between
syngas and pure oxygen with a working fluid that is mainly steam,
which is used also in the blade cooling. Consequently, the com-
pression and expansion phases concern essentially a steam–CO2
mixture with thermodynamic characteristics, as, for example, the
specific heat, which are very different from those of the air.

The overall PIC has been increased by a factor equal to 1.05
with the aim of including inside the PIC also the costs of the
equipment that could have been eventually neglected in the analy-
sis. The tubular reformer has been considered from the cost point
of view as a shell and tube heat exchanger made of special alloys.

Fig. 2 Factor procedure for the total investment cost evaluation
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So a multiplying factor equal to 5 has been used to increase the
cost evaluated with the cost function suitable for standard heat
exchangers.

The other cost voices included in the TIC are the following:

• the process buildings are the civil constructions that house the
process equipment in the plant;

• the service buildings are used to house, for example, the man-
power and the warehouse of the spare parts;

• the service systems distribute auxiliary services to process
equipment, as, for example, steam, electricity, and com-
pressed air;

• the site development costs, which consist of material, land,
freights, and manpower labor, concern the activities that are
necessary to prepare the site where the power plant will be
located;

• the initial spare part cost is due to the first purchase of the
spare parts at the beginning of the power plant operative life;

• the indirect costs, which can be categorized in contractor’s
costs, owner’s costs, and insurance, include, for example, the
engineering activities, the project management and adminis-
tration, the building yard activities, the inspection, the insur-
ances and legal fees;

• the contingency allowances, as well known, provide for un-
predictable events that are statistically likely to occur during
a power plant construction;

• the O2 production plant is supposed to be based on the con-
solidated technology of the air cryogenic distillation �34�; its
cost has been assumed to depend only on the overall power
required for the distillation �35�.

The period of construction of the power plant has been sup-
posed equal to 5 years as its complexity �36� with the following
repartition of the construction investment: 6% in the first year,
25% in the second year, 31% in the third year, 32% in the fourth
year, and finally 6% in the last year, during which the operative
and productive life has been supposed to start. The interests to pay
during the plant construction have been evaluated with a discount
rate equal to 8% �20�.

The annual operative cost voices, which have been taken into
account, are the following:

• the consumption of NG whose price, which has been sup-
posed constant during the plant life, has been established
equal to 4.935 euro/GJ;

• the operative and maintenance activities, whose cost has been
estimated equal to 3% of the TIC;

• every five operative years the catalyst inside the reforming
reactor tubes for the syngas production is supposed to be
replaced and renewed with a total price equal to 8025

euro/m3 �37�; the length and the internal diameter of the tubes
have been designed equal to 11 m and 100 mm, respectively.

Finally, the assumptions to perform the economic evaluations
have been �1� the equivalent full load operative hours of the plants
�H� are 6500; �2� the discount rate for the actualization �i� is equal
to 10% �20�; �3� the plant life �N� is equal to 20 years; �4� the
thermodynamic efficiency of the power plants is constant during
the plant life, and so no plant performance degradation is consid-
ered; �5� no costs of CO2 transportation and storage are consid-
ered �22�, only the costs due to the CO2 liquefaction plant are
taken into account; indeed, the overall storage costs depend on the
length of pipeline and the actual storage option selected; �6� the
specific energy consumption for the O2 production with a purity
of 96% is equal to 0.24 kWh/kg �3�.

To execute plausible and reliable economic evaluations, the cost
assessment procedure described above has been applied to a typi-
cal standard reference NGCC power plant �SRCC� whose most
important data are �1� the net power is 376 MW; �2� the thermo-
dynamic efficiency is 56%; �3� the GT power is 250 MW; �4� the
firing temperature �TIT� is 1225°C; �5� the heat recovery bottom
steam cycle has three pressure levels with one reheat; �6� the
specific CO2 emissions are equal to 0.362 kg/kWh. The SI and the
COE of the SRCC resulted equal to 651 euro/kW and 4.67
eurocent/kWh, respectively. These data are well aligned with
those available in the technical literature, confirming the reliabil-
ity of the cost assessment procedure proposed.

The economic data of the three cycles have been evaluated for
the following operative conditions:

• HP assumes values from 10 bar to 40 bar in steps of 5 bar;
• TIT assumes values from 1225°C to 1375°C in steps of 50°C;
• SP �only for version A� assumes values from 0.55 bar to 0.85

bar in steps of 0.10 bar.

Hence, 7�4�4�112 and 7�4�28 operative conditions have
been investigated for cycle A and for cycles B and C, respectively.
The economic results of each cycle are reported in function of the
operative independent variables in Table 1. For simplicity, the
results of cycle A are reported only when SP is equal to 0.85,
because both SI and COE decrease monotonically with SP. More-
over, the results are reported only when TIT assumes its extreme
values, because they decrease monotonically also with TIT for
each version.

Once established TIT, the SI has always a monotonous increas-
ing trend with respect to HP only for the cycles A and B. On the
contrary, the COE always assumes a convex trend with a mini-
mum value with respect to HP. The cycle A, which has, in general,
the worst thermodynamic performances, results also in the most
expensive cycle. For each value of TIT, the SIB is lower than SIC

Table 1 Results of the economic analysis

HP
bar

Cycle A Cycle B Cycle C

Power,
MW

SI,
euro/kW

COE,
eurocent/kWh

Power,
MW

SI,
euro/kW

COE,
eurocent/kWh

Power,
MW

SI,
euro/kW

COE,
eurocent/kWh

T�1225°C 10 180 1124 7.48 200 1004 6.61 235 1013.8 6.15
15 198 1142 7.45 220 1013 6.51 265 1006.7 6.00
20 208 1179 7.50 231 1038 6.50 282 1019.5 5.95
25 214 1223 7.58 237 1073 6.54 293 1045.8 5.96
30 217 1270 7.67 240 1112 6.59 299 1079.2 6.00
35 220 1321 7.78 242 1155 6.67 304 1116.4 6.05
40 221 1374 7.91 242 1198 6.76 308 1147.5 6.10

T�1375°C 10 215 1019 6.94 238 917 6.20 275 932.7 5.80
15 237 1025 6.81 261 920 6.03 309 924.1 5.62
20 253 1049 6.86 278 934 6.02 335 922.3 5.57
25 263 1080 6.93 289 956 6.05 353 929.2 5.55
30 270 1114 7.01 297 981 6.09 365 942.3 5.55
35 275 1150 7.09 301 1010 6.14 374 959.4 5.56
40 278 1188 7.18 304 1040 6.19 380 979.5 5.59

534 Õ Vol. 127, JULY 2005 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.98. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



when the net power is lower than a specific value. With respect to
COE, the cycle C always results markedly the cheapest one thanks
to the lower NG consumption due to the higher thermodynamic
efficiency.

With the least square method, the regression fitting of the eco-
nomic results has made it possible to obtain very reliable explicit
functions of COE with respect to the independent operative vari-
ables. So, once established a value of TIT in terms of technologi-
cal limit, the cheapest operative condition for each cycle with
respect to HP has been calculated with a simple derivative ap-
proach. The functions, used to approximate the dependence of
COE on the operative variables and listed in the following, have
proved to be the best set after detailed statistical comparisons
among many functions:

COEA�HP,TIT,SP)�2.544�101�1.136�10�1
•HP�4.637•SP

�2.322�10�2
•TIT�4.412�10�2

•HP•SP

�4.238�10�5
•HP•TIT�3.059�10�3

•SP•TIT�5.138�10�7
•HP2�5.795�10�1

•SP2�6.682�10�6
•TIT2�3.389�101/HP2

�1.716�10�1/SP2�1.969/TIT2;

COEB�HP,TIT)�1.778�101�4.411�10�2
•HP�1.558�10�2

•TIT�2.971�10�5
•HP•TIT�1.301�10�4

•HP2�5.017�10�6
•TIT2�3.005�101/HP2

�9.202�10�3/TIT2;

COEC�HP,TIT)�1.660�101�4.139�10�2
•HP�1.484�10�2

•TIT�3.673�10�5
•HP•TIT�2.123�10�4

•HP2�4.972�10�6
•TIT2�2.781�101/HP2

�2.721�10�1/TIT2;

where the unit measures of each coefficient are omitted for sim-
plicity and COEA �HP,SP,TIT�, COEB �HP,TIT�, COEC �HP,TIT�
are the estimated functions of COE for cycles A, B, and C, re-
spectively. The values of the regression parameters reported in
Table 2 demonstrate the goodness of the fitting executed.

When TIT is equal to 1375°C, the minimum COE is reached
when HP is practically equal to 15 bar �6.81 eurocent/kWh�, 20
bar �6.02 eurocent/kWh� and 27.6 bar �5.54 eurocent/kWh� for
cycles A, B, and C, respectively. So, the best COEC is about 19%
higher than the COE produced by the SRCC.

For each cycle, in Table 3 the lowest and highest values of the
BECT are reported. These values, that for cycles B and C are in
the same range of other advanced low/no CO2 emission GTCCs
proposed in the literature �20–22�, represent practically the tax to
pay for each ton of CO2 emitted into the atmosphere by the SRCC
owner so that the SRCC COE results equal to that produced with
the cycles proposed. It is interesting to note that a tax of 1 euro/t
CO2 would correspond to a fictitious increase of the NG price
equal to 1.12%.

Scenario Analysis
An investment scenario analysis about the COE produced with

the cycles proposed and the relative BECT has been carried out to
provide the investor with a tool suitable for testing the effects of
the market uncertainty on the economic results reported in the
previous section. So, for each operative condition, the importance
of the main investment parameters, as i, N, H, on the COE and the
BECT has been evaluated. For each investment parameter, three
values have been considered:

• i: 0.08, 0.10, 0.12;
• H: 5000 h, 6500 h, 8000 h;
• N: 15 yr, 20 yr, 25 yr.

Typically, in an investment analysis, the discount rate value is
selected by the decision maker, taking into account the risk of the
investment. If the investor wants to reduce the investment risk
associated with not standard technologies of power generation, a
high i value may be used. In less risky conditions, it is possible to
adopt a low discount rate. Similar considerations may be executed
about the N value. In the preliminary phase of an investment, it is
necessary to estimate the plant operative life and, consequently,
the life of the investment. It is usual to adopt a great value of the
plant life �generally 25 years� with standard power generation
technologies. If the power plant is innovative, a lower value of the
plant life could be more suitable. The H value influences largely
the levelized cost of the electricity that increases when H de-
creases. A power station may be utilized in peak load conditions
with higher COE or base load conditions with lower COE. Indeed,
in the future with a free energy market, it is presumable that even
large plants could work in peak load conditions. The most mean-
ingful results of the investment scenario analysis are reported in
Tables 4 and 5, for the best set of the operative independent vari-
ables �the best values of TIT and SP are always equal to 1375°C
and 0.85, respectively�. In comparison with the standard invest-
ment scenario, the BECT of cycle C decreases by about 24% in
the best scenario, i.e. when i, H, and N assume the lowest, the
highest, and the highest value, respectively.

Finally, a technological and investment scenario analysis has
been performed. With the 2k factorial design analysis �38�, the
importance of the technological progress and of the investment
parameters on the BECT has been tested. The technological

Table 2 Regression parameters for COE fitting

Regression
parameters

Average
quadratic error

Coefficient of
determination

COEA 1.274�10�1 9.994�10�1

COEB 4.572�10�2 9.997�10�1

COEC 4.336�10�2 9.996�10�1

Table 3 Break-even carbon tax with respect to the reference
combined cycle

SP, bar HP, bar TIT, °C
Power,
MW

BECT,
euro/t CO2

Cycle A 0.55 40 1225 209 114.8
0.85 15 1375 237 58.9

Cycle B ¯ 40 1225 242 57.6
¯ 20 1375 278 37.4

Cycle C ¯ 10 1225 235 40.8
¯ 27.6 1375 360 23.9

Table 4 Cost of the electricity with different investment sce-
narios, eurocentÕkWh and optimal value of HP

H�5000 h
i�0.12

N�15 yr

H�6500 h
i�0.10

N�20 yr

H�8000 h
i�0.08

N�25 yr

Cycle A 8.23
�HP�15 bar�

6.81
�HP�15 bar�

5.99
�HP�15 bar�

Cycle B 7.31
�HP�15 bar�

6.02
�HP�20 bar�

5.29
�HP�20 bar�

Cycle C 6.72
�HP�25 bar�

5.55
�HP�30 bar�

4.87
�HP�35 bar�

SRCC 5.49 4.67 4.21
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progress could be concretized with a decrease of the cost of the
innovative equipment and of the pure oxygen production process.
So, the MC and E�O2 have been considered as technological input
variables.

The 2k factorial design of experiment is a well-known tech-
nique that permits us to analyze the average effect of the variation
of each input factor on the output variable. Hence, this method
provides an answer to the necessity for knowing what independent
variables have the most influence on the response of the system.
Once established an admissible range of variation for each inde-
pendent factor, it is necessary, for each combination, to evaluate
the output variable value when the input factors assume their
minimum and maximum values. Then, the average change of the
output variable when a generic input factor changes within its
specific range can be calculated in the following way:

e j�

�
i�1

2k

ai j•oi

2k�1 ,

where k is the number of input variables, j is the index related to
the input variable j, 2k is the overall number of possible combi-
nations of the k variables, e j is the main effect of the input vari-
able j on the output variable, oi is the value of the output variable
for the combination i of the input factor, ai j is equal to �1 or �1
if the input variable j assumes, respectively, its highest or lowest
value in the combination i. If the interaction effect of two input
factors has to be found, it is possible to calculate the average of
the differences among the effects of each factor when the others
assume the extreme values of the range of variation. Hence, the
interaction effect between the independent variables j and w on
the output of the system (e jw) is evaluated with

e jw�

�
i�1

2k

ai j•aiw•oi

2k�1 ,

where e jw is obviously equal to ew j .
Referring to the 2k factorial design analysis described here, the

extreme input values of the five variables and the relative values
of the BECT are reported in Table 6. For MC and E�O2 , an
optimistic value and a pessimistic one have been considered. It is
important to note that there are some sets of variables for which
the thermodynamic efficiency of cycle C is higher than that of the
SRCC and, consequently, the BECT results are slightly negative.

Figure 3 reports the main effects of the variables on the BECT.
In the ranges analyzed, E�O2 always results in the most important
variable. Indeed, the decrease of E�O2 from 0.32 to 0.10 kWh/kg
implies a large economic improvement for each version. Also, the
reduction of the innovative equipment cost implies a consistent
reduction of BECT. For each cycle, the only interaction effect not
negligible is that between E�O2 and H. For cycles A, B, and C,
it results equal to �5.59, �4.61, and �4.27 euro/t CO2,
respectively.

Conclusions
With a reliable cost assessment framework, the economic as-

pects of three new gas combined cycles with no CO2 emissions
have been analyzed in depth, taking into account both some in-
vestment parameters and technological aspects. The power plant
based on cycle C, which has the best thermodynamic perfor-
mances, is characterized also by the lowest COE and BECT. As
the present technological level, with standard operative condi-
tions, the lowest COE results about 19% higher than that relative
to the SRCC. A wide investment scenario analysis has made it

Table 5 Break-even carbon tax with different investment sce-
narios, euroÕt CO2

H�5000 h
i�0.12

N�15 yr

H�6500 h
i�0.10

N�20 yr

H�8000 h
i�0.08

N�25 yr

CycleA 75.4 58.9 49.3
CycleB 50.1 37.4 29.8
CycleC 33.9 24.2 18.4

Table 6 Input data for the 2k factorial design scenario analysis
of the BECT

H , h i
N ,
yr

E�O2 ,
kWh/kg MC

Cycle A
BECT,

euro/t CO2

Cycle B
BECT,

euro/t CO2

Cycle C
BECT,

euro/t CO2

5000 0.08 15 0.10 1 30.8 11.5 0.2
5000 0.08 15 0.10 1.6 47.8 30.2 17.5
5000 0.08 15 0.32 1 76.5 48.1 32.5
5000 0.08 25 0.10 1 28.9 10.6 0.1
5000 0.12 15 0.10 1 33.4 12.6 0.3
8000 0.08 15 0.10 1 26.1 9.3 �0.2
5000 0.08 15 0.32 1.6 96.3 70.0 52.3
5000 0.08 25 0.10 1.6 43.1 26.5 14.6
5000 0.12 15 0.10 1.6 53.8 35.1 21.0
8000 0.08 15 0.10 1.6 36.7 21.3 10.8
5000 0.08 25 0.32 1 70.1 43.6 29.0
5000 0.12 15 0.32 1 84.8 54.0 36.9
8000 0.08 15 0.32 1 61.5 37.3 24.1
5000 0.12 25 0.10 1 31.8 11.9 0.2
8000 0.08 25 0.10 1 24.9 8.7 �0.4
8000 0.12 15 0.10 1 27.7 10.0 0.0
5000 0.08 25 0.32 1.6 86.8 62.2 45.8
5000 0.12 15 0.32 1.6 108.7 80.3 60.7
8000 0.08 15 0.32 1.6 73.9 51.2 37.0
5000 0.12 25 0.10 1.6 49.9 32.0 18.8
8000 0.08 25 0.10 1.6 33.8 18.8 9.0
8000 0.12 15 0.10 1.6 40.5 24.4 13.1
5000 0.12 25 0.32 1 79.5 48.0 34.1
8000 0.12 15 0.32 1 66.7 41.1 27.1
8000 0.08 25 0.32 1 57.5 34.4 21.9
8000 0.12 25 0.10 1 26.7 9.5 �0.1
5000 0.12 25 0.32 1.6 100.7 73.7 55.3
8000 0.08 25 0.32 1.6 67.9 46.1 32.8
8000 0.12 15 0.32 1.6 81.6 57.8 42.3
8000 0.12 25 0.10 1.6 38.1 22.4 11.6
8000 0.12 25 0.32 1 63.3 38.7 25.2
8000 0.12 25 0.32 1.6 76.6 53.5 38.9

Fig. 3 Main effects of the investment and technological
variables on the BECT with the 2k factorial design scenario
analysis
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possible to highlight that the difference in terms of COE between
cycle C and the SRCC changes only slightly, decreasing to about
16% in the best conditions.

Finally, a technological scenario analysis has pointed out that
progress in the technology of oxygen production could imply a
large reduction of economic difference between the proposed ad-
vanced cycles and the standard reference power plant. So, the
present studies about new oxygen production methodologies, as,
for example, the ion transport membranes, appear very promising
for the success of new power generation processes with low im-
pact in terms of the greenhouse effect.

Moreover, to overcome the economic penalization, the new
low/no CO2 emission power generation processes could be pro-
moted by taxes on the actual CO2 emissions into the atmosphere
from the power plants or by defiscalization on the fuel burned in a
greenhouse friendly way.

Obviously, the actual possibility of introduction of these new
processes depends strongly on the definition of safe long-term
CO2 storage options. This aspect, which has not been faced in the
present paper, is the most critical obstacle on the way toward a no
CO2 emission fossil fuel fired power generation sector.

Acknowledgment
The authors want to thank Franco Donatini �ENEL-Produzione

Ricerca, Pisa� for his support provided during the research, a part
of which has been described in this paper.

Nomenclature

BECT � break-even carbon tax �euro/t CO2)
CC � combined cycle

COE � cost of the electricity �eurocent/kWh�
EOR � enhanced oil recovery
E�O2 � energy consumption to produce 1 kg of pure oxy-

gen �kWh/kg�
EU � European Union
GT � gas turbine

H � equivalent full load operative hours of the plants �h�
HP � combustion pressure �bar�

HRSG � heat recovery steam generator
i � discount rate for the cash flow actualization

MC � multiplying factor of the purchased and installed
cost of some innovative and complex equipment

N � duration of the power plant life �yr�
NG � natural gas

NOx � nitrogen oxides
PIC � purchased and installed cost �euro�

SI � specific investment �euro/kW�
SP � low saturation pressure in cycle A �bar�

SRCC � standard reference combined cycle power plant
TIC � total investment cost �euro�
TIT � firing temperature �°C�

Subscripts

A � relative to cycle A
B � relative to cycle B
C � relative to cycle C

Appendix: Cost Functions
The cost functions adopted in the evaluation of the purchased

and installed cost of the equipment of the cycles proposed are the
following: heat recovery steam generator,

CostHRSG�9090•
euro

�kW/K)0.80
•� Q

�TLM� 0.80

�23115•
euro

kg/s
•mwater

�1286•
euro

�kg/s)1.20
•�mgas�

1.20,

where Q (kW) is the heat duty of the HRSG, �TLM �K� is the
logarithmic mean temperature difference, mwater �kg/s) is the mass
flow of the steam in the cold side, and mgas �kg/s) is the exhaust
gas mass flow in the hot side. In the cost function of the HRSG, a
term Q/�TLM must be considered for each heat exchange sec-
tion; condensate pump,

Costpump�2076•
euro

�kW)0.71
•�P �0.71

•1.41•�1�
�1�0.80�3

�1��ex�
3 � ,

where P is the power of the pump �kW�, and �ex is the exergetic
efficiency; centrifugal compressor,

Costcentr. compr.�431•
euro

�kW)0.94
•�P �0.94,

where P is the power of the compressor �kW�; shell and tube heat
exchanger,

Costheat exchanger�2111•
euro

�m2)0.69�bar�0.28
•�S �0.69

•�p �0.28,

where S is the heat exchange surface �m2�, p is the highest pres-
sure �bar� in the heat exchanger: electrical generator,

Costel. gen.�70•
euro

�kW)0.95
•�P �0.95,

where P is the power �kW�; condenser,

Costcondenser�168•
euro

m2
•S�1346•

euro

kg/s
•msteam ,

where S is the heat exchange surface �m2� and msteam is the mass
flow �kg/s� of the steam to condense; compressor, turbine, and
burner,

Costcompressor�
39

1�� is
•

euro

kg/s
•mair•rc•ln�rc�,

Costturbine�
927

1�� is
•

euro

kg/s
•mair•ln�res�

•�1�exp� 0.036•TIT

K
�65.66� �

Costburner�
453

1� f cc
•

euro

kg/s
•mair•�1�exp� 0.018•TIT

K
�31.86� � ,

where � is is the isoentropic efficiency of the compressor and ex-
pander, mair is the air mass flow �kg/s�, rc is the pressure ratio of
the compressor, f cc is the pressure drop factor in the burner, TIT is
the temperature at the outlet of the burner �K�, and res is the
expansion ratio of the expander.
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Preliminary Study of a Novel
R718 Compression Refrigeration
Cycle Using a Three-Port
Condensing Wave Rotor
Using a novel 3-port condensing wave rotor enhancing the turbocompression in a R718
refrigeration cycle, which uses only water as a refrigerant, has been introduced. The
wave-rotor implementation can increase efficiency and reduce size and cost of R718 units.
The condensing wave rotor employs pressurized water to pressurize, desuperheat, and
condense the refrigerant vapor—all in one dynamic process. The underlying phenomena
of flash evaporation, shock wave compression, desuperheating, and condensation inside
the wave rotor channels are described in a wave and phase-change diagram. The ther-
modynamic process is shown in pressure–enthalpy and temperature–entropy diagrams. A
computer program based on a thermodynamic model was generated to evaluate the per-
formance of R718 baseline and wave-rotor-enhanced cycles. The effect of some key pa-
rameters on the performance enhancement is demonstrated as an aid for optimization. A
performance map summarizes the findings. It shows optimum wave rotor pressure ratio
and maximum relative performance improvement of R718 cycles by using the 3-port
condensing wave rotor. �DOI: 10.1115/1.1850503�

Introduction
The potential for using wave devices in thermodynamic cycles

for power generation, propulsion, and refrigeration has attracted
the attention of researchers since the early twentieth century.
Shock tubes, shock tunnels, pressure exchangers, pulse combus-
tors, pulse detonation engines, and wave rotors are among the
best-known wave devices developed so far. These devices repre-
sent applications of classical nonsteady one-dimensional com-
pressible flow theory. It is well known, but not yet widely em-
ployed, that time-dependent flow devices can generate much
greater pressure rises than those obtained in steady-state flow de-
vices �1–3�. By generating shock waves in appropriate geom-
etries, unsteady wave machines can transfer the energy of a high-
pressure fluid directly to another low-pressure fluid without using
mechanical components such as pistons or vaned impellers.

Within the family of wave devices, wave rotors have demon-
strated an attractive potential for reaching the ultrahigh perfor-
mance targets of power systems and for lowering their cost. Con-
siderable amount of research has been devoted to the progress and
development of wave rotor technology, especially in the past few
decades. Most of the work in the U.S. expands from the early
efforts of the General Electric Company �GE�, General Power
Corporation �GPC�, and Rolls Royce �4,5� to the recent activities
of the wave rotor team at NASA Glenn Research Center �GRC�
collaborated by the U.S. Army Research Laboratory �ARL� and
Rolls-Royce Allison �6–14�.

In a gas turbine, a wave rotor provides a pressure gain addi-
tional to that provided by the compressor. It also enables a higher
cycle peak temperature without raising the turbine inlet tempera-
ture. This is because a part of the energy of the burned gas leaving
the combustion chamber is used in a shock compression process
to increase the pressure and temperature of the fresh air before it
enters the combustion chamber. Therefore, a wave rotor enhances

significantly the performance of a gas turbine engine by increas-
ing both the output work and overall thermal efficiency, hence
reducing the specific fuel consumption considerably �15–17�. De-
tailed descriptions of wave rotor operations and configurations are
provided in the references cited above and are not repeated here.

The application of wave rotors is not limited to gas turbine
engines. Brown Boveri Company �BBC� in Switzerland, later
known as Asea Brown Boveri �ABB�, has a long history of using
wave rotors as superchargers in passenger car and heavy diesel
engines �18–26�. ABB’s pressure wave supercharger termed as
the Comprex® has been used commercially in several passenger
car engines in the past three decades.

Wave rotors also have been used for air-cycle refrigeration sys-
tems �27–29�. Power Jets Ltd in the U.K. utilized wave rotor
technology in the design and development of two prototype air-
cycle refrigerators used for environmental cooling purposes. The
prototypes were installed and employed in gold mines in India and
South Africa and performed the same duty as equivalent vapor-
cycle machines, but with lower weight and bulk.

The present study demonstrates the performance improvement
of a turbo-compression refrigeration cycle that uses water as re-
frigerant �R718� by utilizing a novel 3-port condensing wave ro-
tor. The phase change of the fluid inside the wave rotor channels
in a R718 refrigeration application is a major difference when
compare to the operation of a wave rotor in a gas turbine cycle or
an air refrigeration cycle. Furthermore, the high-pressure fluid
used to compress the low-pressure fluid is at lower temperature
�3�. Adding a wave rotor to a R718 cycle enables a greater tem-
perature lift or reduces the compressor pressure ratio which is
crucial for the R718 chiller technology, where the stage pressure
ratio is very much limited by the thermodynamic properties of
water vapor. Some structural and economic advantages of inte-
grating both 4-port and 3-port wave rotors in a R718 cycle have
been discussed in a previous study �3�. Utilizing a 3-port wave
rotor appears more promising because it combines the function of
a compressor stage and the condenser in one compact unit.
Both pressure rise and condensation occur inside the wave rotor
channels.
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Water as a Refrigerant
Water is a natural and clean refrigerant with no Ozone Deple-

tion Potential �ODP�0�, no contribution to the global warming
�GWP�0�, and without any safety risk. It is chemically stable,
nontoxic, nonflammable, commonly available, and easily dispos-
able after use. In R718 systems, water serves as both refrigerant
and heat transfer fluid. Therefore, direct heat exchangers can be
used for evaporator and condenser increasing the energy-saving
potential. Moreover, water can function as a working fluid for
refrigeration and heat pump cycles in the range of evaporation
temperature of 0°C to very high temperatures �e.g., 150°C� �30–
33�. Figure 1 depicts schematically a R718 cycle with direct con-
denser and direct evaporator.

There are a few fundamental differences between water and
traditional refrigerants. At the triple point, the vapor pressure of
water is only 611 Pa, which is less than 1% of the atmospheric
pressure. The low operating pressures of water-vapor refrigeration
systems combined with the steep vapor pressure curve of water
requires compression systems that can handle large-volume flows
and deliver high-pressure ratios �34–36�. This states challenges
for the compressor design. While single stage turbocompressors
commonly deliver large-volume flows with mostly insufficient
pressure ratios, positive displacement compressors can obtain
high-pressure ratios but only for relative small-volume flows. A
possible compromise is the use of multistage turbocompressors
with intercooler. However, this is expensive and bulky. The pre-
sented work is part of the ongoing research to improve the com-

pressors, heat exchangers, and to reduce the size of the whole
units. Any improvement in compressor and heat exchanger tech-
nology has a direct effect on the cost and efficiency of the R718
units.

R-718 Refrigeration Cycle Enhanced With a 3-Port
Condensing Wave Rotor

Using a 3-port condensing wave rotor in a water refrigeration
cycle appears as a promising technology. It can improve the co-
efficient of performance �COP� of R718 units while reducing their
cost and size. Its successful implementation may substitute three
subsystems: the intercooler, one compressor stage, and the
condenser.

Figure 2 shows a schematic of a R718 cycle using a 3-port
condensing wave rotor. A schematic design of a condensing wave
rotor is depicted in Fig. 3. In this innovative design, condensation
of vapor happens inside the wave rotor channels as explained
below and depicted in Figs. 4 and 5. Figure 4 schematically shows
a model for the condensation process inside a channel of a 3-port
condensing wave rotor. Figure 5 shows a corresponding schematic
wave and phase-change diagram.

Coming from the turbocompressor �2�, the superheated vapor
flows continuously through a vapor collector �Fig. 3� to the inlet
port of the wave rotor located at one of the two stationary end
plates. By rotating the wave rotor between the two end plates, the
wave rotor channels are opened to the port and filled with the
incoming water vapor. The region �a� in Figs. 4 and 5 is the state

Fig. 1 Schematic of an R718 cycle with direct condensation
and evaporation

Fig. 2 Schematic of an R718 cycle enhanced by a 3-port con-
densing wave rotor substituting for the condenser and one
compressor stage

Fig. 3 Schematic of a 3-port condensing wave rotor
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after the filling process is completed. After further rotation, the
channels meet the second-inlet port �6� through which the high-
pressure low-temperature water �e� comes in and is exposed to the
low-pressure high-temperature superheated vapor in region �a�.
Due to the sudden pressure drop �from p6 to p2), all the heat
cannot be contained in the incoming water as sensible heat and the
heat surplus is transformed into latent heat of vaporization. It is
the so-called flash evaporation or flashing phenomenon �37,38�.
Therefore, one portion of the incoming water suddenly vaporizes
�c� and the remaining part cools down �d�. The frontal area of the
saturated vapor generated by the flash evaporation �c� is called
contact interface and acts like a fast moving piston. It causes a
shock wave triggered from the leading edge of the inlet port trav-
eling through the superheated low-pressure vapor which exists
inside the channel �a�. The shock wave travels with supersonic
speed (Vshock) faster than the contact interface (V interface). There-
fore, the trajectory of the shock wave �solid line in Fig. 5� has a
smaller slope than the incoming water and the contact interface of
the generated vapor �dashed line in Fig. 5�. Behind the moving
shock wave �b� the temperature is increased from T2 to T2� and
the pressure is increased from p2 to p2��p3 due to the shock
compression. The latter is a design decision similar to a tuning
condition. With it, the pressure at the inlet port (p6) is set to an
appropriate value that generates the pressure ratio p6 /p2 required
to trigger the desired shock wave. The shock wave increases the
pressure of the superheated vapor from p2 to p3 at which the
vapor will be condensed. This shows that the fluid in its liquid

state serves as a ‘‘work capacitor’’ storing pump work to release it
during its expansion in the wave rotor channels for the simulta-
neous vapor compression. Therefore, in the enhanced system the
pump in the cooling water cycle not only has to provide the work
necessary to overcome the pressure loss in the heat rejecter cycle
(wPL) but also the work necessary for the shock wave compres-
sion in the wave rotor channels (wPC). The pressure behind the
shock wave �b� is imposed on the vapor generated by the flash
evaporation �c�. It is the pressure at the water surface and the
equilibrium pressure at which the evaporation decays p(c)
�p(b)�p3 . Hence, both generated vapor and the cooled water
obtain saturation temperature T3�Tsat(p3).

Due to the contact of the superheated compressed vapor �b�
with the cold incoming water, the superheated vapor is desuper-
heated and its heat is transferred �f� to the incoming water. This
continues until the equilibrium temperature T3 is achieved in re-
gion �b� and the superheated vapor is changed to saturated vapor.
Subsequently, the incoming water compresses the saturated vapor
further and condenses it, while the latent heat is transferred to the
incoming water �g�. The water, which is nearly a fully condensed
two-phase vapor with a typical quality of 0.005, is scavenged
through the only outlet of the wave rotor �3�. The scavenging
process may be supported by gravity and pump power.

The schematic pressure–enthalpy (p – h) and temperature–
entropy (T – s) diagrams of both the baseline and the wave-rotor-
enhanced cycle are depicted in Figs. 6 and 7, respectively. Both
cycles start at the outlet of the evaporator 1, where the vapor is
saturated. Point 2b represents the compressor outlet of the baseline
cycle whereas point 2 is the compressor outlet of the wave-rotor-
enhanced cycle that allows using a compressor with a lower pres-
sure ratio. 2� is an intermediate point inside the wave rotor chan-
nels that corresponds to the flow properties in region �b� right
after the shock wave. The slope between points 2 and 2� is greater
than that between points 1 and 2b because the shock compression
typically happens with a higher efficiency �1–3�. Still inside the
wave rotor channel, the superheated vapor is desuperheated to the
equilibrium temperature T3(2�→3). State 3 is actually much
closer to the liquid region than shown in Figs. 6 and 7 since the
mass flow rate of the cooling water cycle is much greater than that
of the refrigerant cycle. Knowing about this, it becomes also clear
that the distances between points 3, 5, and 6 are exaggerated in
both diagrams. The expansion process �6→3� releases the energy
consumed by the compression process of the vapor �2→2�� all
within the wave rotor channels. Coming from the only outlet port
of the wave rotor �3�, the flow diverges. The small fraction used as
refrigerant is directed to the expansion valve and is expanded in a
constant enthalpy process �3→4�, while the most part of flow out

Fig. 4 Regions modeled for each channel during shock com-
pression and condensation

Fig. 5 Schematic wave and phase-change diagram for the
3-port condensing wave rotor „high-pressure part…

Fig. 6 Schematic p – h diagram of an R718 baseline cycle and
enhanced cycle with a 3-port condensing wave rotor
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of the wave rotor goes to the heat rejecter �cooling tower or simi-
lar� where it cools off �3→5�. Afterwards the pressure is again
increased �5→6� by the pump, providing the energy for the vapor
compression in the wave rotor (wPC) and compensating the pres-
sure loss in the heat rejecter and piping (wPL).

Performance Evaluation
A computer code based on the thermodynamic model described

above was generated for performance evaluation of R718 refrig-
eration cycles enhanced with 3-port condensing wave rotors. The
evaporator temperature (T1) and heat rejecter temperature (T3)
are commonly fixed by the application. The objective is to get the
highest increase in coefficient of performance (COPgain) com-
pared to the baseline cycle. Independent design parameters are the
mass flow ratio (K�m6 /m2) that relates the mass flow of the
cooling cycle to the mass flow of the refrigerant cycle, and the
pressure ratio of the wave rotor (PRW�p3 /p2).

Additional assumptions considered in the thermodynamic
model are the following:

1. For comparison of baseline and enhanced cycles, the evapo-
rator and condenser inlet temperatures are considered to be
the same (T1�T1b and T3�T3b).

2. Temperature difference across the heat rejecter is kept con-
stant (T5�T3�3 K).

3. Pressure drop in heat rejecter, evaporator, and pipes is
neglected.

4. The condenser and evaporator outlet states are fully
saturated.

5. Same polytrophic compressor efficiency is used for baseline
and enhanced cycles. Its value of 0.72 is obtained by assum-
ing an isentropic efficiency of 0.7 for a compressor with a
pressure ratio of 2.

6. The superheated vapor is considered as an ideal gas ��
�1.33�.

7. One-dimensional gasdynamic shock wave equations are
used to calculate the flow properties across the moving nor-
mal shock wave. Reflected shock waves are not considered.

8. The hydraulic efficiency of the pump is 0.9.

Figure 8 shows the relative COPgain versus the evaporator tem-
perature (T1) for different mass flow ratios. By increasing evapo-
rator temperature T1 , the COP of the wave-rotor-enhanced cycle
is increased relative to the COP of the baseline cycle. This trend is
seen until the compressor pressure ratio in the enhanced cycle

(�c�p2 /p1) is reduced to a value that is equal to the wave rotor
pressure ratio (�c�PRW). After that the relative COPgain drops
dramatically.

Figure 9 represents the relative COPgain versus mass flow ratio
for different evaporator temperatures, like a side view of Fig. 8. It
shows only the increasing branches of Fig. 8 up to an evaporation
temperature where the pressure ratio of the turbocompressor is
reduced to the value of the wave rotor pressure ratio. Increasing
the mass flow ratio above 200 appears as ineffective according to
Fig. 9.

Figure 10 shows the effect of the wave rotor pressure ratio

Fig. 7 Schematic p – h diagram of an R718 baseline cycle
„cooling water cycle not shown… and enhanced cycle with a
3-port condensing wave rotor

Fig. 8 Relative COP increase versus evaporation temperature
for different mass flow ratios

Fig. 9 Relative COP increase versus mass flow ratio for differ-
ent evaporation temperatures
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(PRW) on the relative COPgain for different mass flow ratios. Each
curve has a maximum point that indicates the best choice of wave
rotor pressure ratio for the given system specifications. The loca-
tion of this point depends on several parameters including the
hydraulic efficiency of the pump, compressor polytropic effi-
ciency, evaporator temperature, and temperature lift (T3�T1), but
not the mass flow ratio. One common characteristic shown in
Figs. 8, 9, and 10 is that a continued increase of the independent
value does not always increase the COPgain. While Fig. 10 shows
this effect for the wave rotor pressure ratio, Fig. 8 reveals a grow-
ing gradient of COPgain up to the point where further increase of
evaporator temperature actually reduces COPgain. A similar trend
can be seen in Fig. 9 where the curves have an asymptotic behav-
ior for increased mass flow ratio.

Figure 11 shows the heat rejecter temperature (T3) versus
evaporator temperature for different wave rotor pressure ratios
and a constant relative COPgain of 10%. The figure indicates that

there are several options for the wave rotor pressure ratio to obtain
a certain relative COPgain. However, only the optimum pressure
ratio of 2.45 yields the highest temperature lift.

Figure 12 is a performance map of the enhanced cycle. Each
point on this plot shows the maximum COPgain that can be ob-
tained by the optimum choice of PRW for a given evaporator
temperature and a temperature lift. The constant PRW lines indi-
cate the optimum PRW that yields the highest possible COPgain
indicated by constant max. COPgain lines.

In this performance plot of optimized points, an arbitrary opti-
mum point P is marked. It is used to show the connection between
all the performance graphs. However, it is the only optimum point
in the performance plots of Figs. 8–11. All other points of these
plots are not found in Fig. 12 because they show a smaller COPgain
than the points in Fig. 12.

The trend found in Fig. 8 was that for a given heat rejecter
temperature (T3) and PRW , an increase of the evaporator tem-
perature results in a higher COPgain. Such an effect can also be
seen in the performance map of the optimized points �Fig. 12� by
moving point P to the right along constant PRW line of 2.45.
However, for smaller temperature lifts below about 15 K �above
max. COPgain of about 16%� this effect is reversed such that the
max. COPgain decreases with increasing evaporator temperature.

Figure 10 showed that for a given mass flow ratio and a com-
bination of evaporation and heat rejecter temperatures there is a
maximum COPgain. Since the point P is at the maximum of the
dome it also appears in Fig. 12.

The following results can be obtained from the performance
map of optimized points:

1. As lower the temperature lift, as higher the relative
max. COPgain of the enhanced cycle.

2. The maximum optimum PRW for a condensing 3-port wave
rotor is about 2.51.

3. While below a temperature lift of approximately 18 K the
optimum PRW increases with the temperature lift, decreases
slightly for higher temperature lifts. This trend shows a rap-
idly decreasing gradient with increasing temperature lift.

4. Slope of constant COPgain lines increases as the temperature
lift increases, showing that an increase of evaporation tem-

Fig. 10 Relative COP increase versus the wave rotor pressure
ratio for different mass flow ratios

Fig. 11 Heat rejecter temperature versus evaporator tempera-
ture for different wave rotor pressure ratios

Fig. 12 Performance map: maximum performance increase
and optimum wave rotor pressure ratios
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perature is even more beneficial for the enhanced cycle, es-
pecially for greater temperature lifts as it is already the case
for the R718 baseline cycle.

Summary
The potential of using wave devices in R718 refrigeration

cycles is demonstrated. Advantages of cycles working with water
as a refrigerant �R718� and challenges involved with designing
them are mentioned. To enhance the turbocompression and im-
prove the efficiency of such cycles, the novel concept of using a
3-port condensing wave rotor in a R718 compression refrigeration
cycle is investigated. The condensing wave rotor employs pressur-
ized water to pressurize, desuperheat, and condense the super-
heated vapor coming from the compressor—all in one dynamic
process. The p – h and T – s diagrams of the external process and
the wave and phase-change diagram of the internal process are
discussed. Flash evaporation, shock wave compression, desuper-
heating, and condensation phenomena inside the wave rotor chan-
nels are described. A computer code based on a thermodynamic
model was generated to evaluate the performance improvement of
R718 cycles enhanced with 3-port condensing wave rotors. The
effect of some of the key parameters on the relative increase of the
coefficient of performance of the wave-rotor-enhanced cycle is
shown. Finally a performance map showing the optimized points
of the enhanced cycle is presented. The presented results show an
improvement of the COP of up to 22% by using the 3-port con-
densing wave rotor. Beside this, the condensing wave rotor allows
lower compressor pressure ratios for the same temperature lift or
increases the temperature lift without changing the compressor.
This wave rotor is a simple drum easy to manufacture, rotating at
relatively low speed. Since it performs compression, desuperheat-
ing, and condensation in one compact device it can reduce the size
and cost of modern state-of-the-art R718-chillers that now employ
high-tech multistage compressors, intercooler, and relative bulky
condensers.
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Analysis of Gas-Steam Combined
Cycles With Natural Gas
Reforming and CO2 Capture
In the last several years greenhouse gas emissions, and, in particular, carbon dioxide
emissions, have become a major concern in the power generation industry and a large
amount of research work has been dedicated to this subject. Among the possible technolo-
gies to reduce CO2 emissions from power plants, the pretreatment of fossil fuels to
separate carbon from hydrogen before the combustion process is one of the least energy-
consuming ways to facilitate CO2 capture and removal from the power plant. In this
paper several power plant schemes with reduced CO2 emissions were simulated. All the
configurations were based on the following characteristics: (i) syngas production via
natural gas reforming; (ii) two reactors for CO-shift; (iii) ‘‘precombustion’’ decarboniza-
tion of the fuel by CO2 absorption with amine solutions; (iv) combustion of hydrogen-rich
fuel in a commercially available gas turbine; and (v) combined cycle with three pressure
levels, to achieve a net power output in the range of 400 MW. The base reactor employed
for syngas generation is the ATR (auto thermal reformer). The attention was focused on
the optimization of the main parameters of this reactor and its interaction with the power
section. In particular the simulation evaluated the benefits deriving from the postcombus-
tion of exhaust gas and from the introduction of a gas-gas heat exchanger. All the com-
ponents of the plants were simulated using ASPEN PLUS software, and fixing a reduction
of CO2 emissions of at least 90%. The best configuration showed a thermal efficiency of
approximately 48% and CO2 specific emissions of 0.04 kg/kWh.
�DOI: 10.1115/1.1850941�

Introduction
Since the second half of eighteenth century anthropogenic

emissions have increased atmospheric concentration of green-
house gases. The radiative forcing �i.e., the increase in the total
downward flux of infrared, emitted by the atmosphere, due to the
additional amount of gas� is estimated at 2.43 W/m2. The carbon
dioxide alone is responsible for 60% of this radiative forcing be-
cause CO2 has always been the main gas emitted by human ac-
tivities. As a result CO2 atmospheric concentration has reached
373 ppm in 2002 �1� while preindustrial value was approximately
280 ppm �2�.

The main source of carbon dioxide derives from the combus-
tion of fossil fuels, which generates 90% of globally emitted CO2 .
Fossil fuels are used in three fundamental fields: transportation,
heating, and power generation. The latter is probably the one in
which measures to decrease carbon dioxide emissions could be
more effective. In recent years several studies have investigated
the performances of innovative power cycles with low CO2 emis-
sions. These cycles are usually grouped into three different alter-
natives: �i� postcombustion decarbonization, �ii� oxy-fuel power
cycles, �iii� precombustion decarbonization.

Postcombustion decarbonization consists in the removal of car-
bon dioxide from exhaust gases. This scheme requires minimum
modifications to power cycle, as CO2 separation involves only
exhaust gas treatment. Among CO2 capture technologies �chemi-
cal and physical absorption, adsorption, membranes, cryogenic
separation�, the most promising one for postcombustion decarbon-
ization is chemical absorption because it is the least energy requir-
ing when CO2 partial pressure is very low, as in exhaust gases

�3,4�. Anyway this technology has not been optimized for power
generation applications, and further developments in solvent com-
position is needed to improve the absorption process �5�.

The second scheme �oxy-fuel combustion� requires the produc-
tion of pure oxygen to be used as oxidizer in a close-to-
soichiometric combustion, which produces only CO2 and H2O. In
these plants an air-separation unit is needed for the production of
O2 . An example of these cycles can be found in Bolland and
Mathieu �6�. They investigated a semi-closed combined cycle, in
which the gas turbine uses carbon dioxide as working fluid; there-
fore, CO2 capture is accomplished without the need of highly
energy-requiring devices. The cycle showed a global efficiency of
approximately 47%.

The third option to reduce CO2 emissions from power plant is
known as precombustion decarbonization. In this case fossil fuels
are converted to syngas �i.e., a mix of CO and H2). Syngas is the
raw material for several chemical syntheses, such as methanol and
ammonia. Both solid and gaseous fuels can be used for this pur-
pose; gasification and reforming are, respectively, the technolo-
gies adopted to produce syngas from coal and natural gas. The
integration of a gasifier with a combined cycle is nowadays re-
garded as the most promising way to generate power from coal
because integrated gasification combined cycle �IGCC� plants are
characterized by higher efficiencies than conventional pulverized
coal-fired plant �PCFP�. Various IGCC plants are operating world-
wide, but CO2 removal has never been attempted in these cases.
However, several studies on the subject have been carried out in
the last several years, showing that CO2 can be easily captured in
plants with conventional gas-sweetening processes, based on
physical absorption �such as Selexol or Rectisol �7��. One or two
‘‘shift’’ reactors have to be introduced before CO2 absorber, in
order to convert CO to CO2 , so that the gas to be treated contains
only hydrogen and carbon dioxide. IGCC net efficiency decreases
from 44% to 46% to 37% to 40% if CO2 is removed following
this option �8,9�.

For natural gas-fired plants, precombustion decarbonization
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�10–13� implies the adoption of either a steam reformer or partial
oxidizer. These reactors generate a blend of CO and H2 �plus
nitrogen, if air is used as oxidizer�, just as gasifiers do. Of course
syngas composition varies with the technology utilized and with
operating parameters, but the basic principle is the same. In fact at
reformer outlet syngas must be shifted and CO2 removed in order
to feed a gas turbine with a carbon-free fuel. In this case the
chemical absorption process is preferred over physical absorption,
as the pressure of produced syngas is lower. This option is very
interesting because it requires components that have a commer-
cially proven technology and can be operated under the same
work conditions as usual. In this paper we have analyzed the
thermodynamic performances of a combined cycle, which is fed
by the fuel generated by the reforming process and deprived of
CO2 . Particular attention was focused on the integration of the
power plant with both the syngas production section and CO2
removal plant. All the components investigated reflect the state of
the art.

1 The Reforming Process
The reforming process involves the following reactions:

CH4�H2O↔CO�3H2 with �H�206.11 kJ/mol (1)

CO�H2O↔CO2�H2 with �H��41.17 kJ/mol (2)

CnHm�nH2O→nCO��m/2�n�H2 (3)

Both �1� and �2� can be considered at equilibrium conditions in
commercially available reformers. The first is the methane reform-
ing reaction, which requires steam and must be carried out at
700–950°C, as it is endothermic, and methane conversion is en-
hanced by the excess of steam and the high temperatures. Reac-
tion �2� is known as the ‘‘CO-shift reaction’’ and also occurs dur-
ing reforming process, thus determining CO and H2 concentration
at equilibrium. Reaction �3� constitutes the reforming of heavier
hydrocarbons, which can be considered irreversible. The reform-
ing process usually takes place in a tubular reactor, called steam
methane reformer, where the heat of reaction is supplied exter-
nally by a flame fed with methane, too. Auto thermal reformers
�ATR� carry out both reforming and combustion in a unique reac-
tor, which supplies itself the energy for reforming reaction and for
increasing gas temperature. Air �or pure oxygen� is also intro-
duced into the ATR as oxidizer. In the upper part of the ATR
several combustion reactions take place, but in a simplified model
the molecular reaction which best represents the whole process is
the combustion of methane to carbon monoxide and water �14�:

CH4�1,5O2↔CO�2H2O with �H��519.35 kJ/mol
(4)

Therefore, a fraction of methane entering the ATR is not reformed
because it works as fuel, supplying heat for endothermic
reactions.

If air is used as oxidizer, then the gas leaving the ATR contains
a large amount of nitrogen. In industrial practice oxygen is more
often used instead of air, in order to reduce plant size and costs.
Air is preferred over O2 in ammonia plants, where it feeds a
secondary reformer �substantially an ATR placed after SMR�, and
supplies the nitrogen necessary for ammonia synthesis. Previous
studies �7,8� showed that air-blown reactors are perfectly suitable
for integration with a combined cycle, for two reasons:

1. Air entering the ATR can be extracted directly from the gas
turbine �GT� compressor.

2. Final fuel is diluted with nitrogen, therefore, NOx emissions
are reduced to acceptable values as stoichiometric flame
temperature is lower.

In particular, NOx emission control is a relevant problem when
hydrogen is burned in a gas turbine because it is not possible to
prevent thermal NOx formation adopting dry-low-NOx technolo-
gies. In fact hydrogen has a faster flame speed and a shorter au-

toignition delay time, so premixed combustion is not achievable at
present time �15�. Even if more experimental work on this subject
is needed, many theoretical studies �15–17� agree that fuel dilu-
tion with 50% nitrogen could be sufficient to limit NOx emissions
in the range of 25–50 ppmv.

2 Power Plant Schemes With ATR
Three power plant schemes have been investigated. They differ

from each other substantially in the preheating of the streams
entering reformer. For this goal, the ‘‘Reference Case’’ is provided
with only one heat exchanger, in which GT exhaust gases are used
to preheat natural gas and steam. In the supplementary firing �SF�
configuration, exhaust gas temperature is increased by supplemen-
tary firing, and two heat exchangers are employed. In the GAS-
GAS configuration the heat exchangers utilize the hot syngas
leaving the reformer, instead of the exhaust gas, for natural gas
and steam preheating.

The Reference Case configuration is shown in Fig. 1. Natural
gas is mixed with the steam extracted from a medium-pressure
level �MP� turbine at 18 bar. The reactants are heated to 480°C by
GT exhaust gases in HE-IN-PRE. The mixed streams �2� enter
PRE-REF, which provides for the reforming of heavier hydrocar-
bons. After pre-reforming, the gas �3� goes directly into the ATR,
which uses a fraction of the air �Fig. 1�b��, leaving the GT com-
pressor as an oxidizer. The pressure of this reactor is therefore
imposed by GT pressure ratio. Two different temperatures �850°C
and 950°C� have been chosen for ATR operating conditions. In
any case the hot syngas leaving the ATR must be cooled down to
400°C, in order to be shifted in high-temperature shift �HTS�. A
waste heat boiler provides for this cooling, together with the pro-
duction of high-pressure steam �E�, which is sent to the heat re-
covery steam generator �HRSG� for superheating. CO concentra-
tion by volume is reduced from 9% to 3,5% by the shift reaction
accomplished in the HTS. The gas �6� is further cooled in two
convective heat exchangers �HEs�: the first one �HE1� is used to
preheat the water that feeds the waste heat boiler �WHB�; the
second one �fuel regenerator �REG�� is a gas-gas exchanger,
which brings GT fuel to 280°C. The syngas �8� enters the low-
temperature shift �LTS� at 160°C and exits at temperatures in the
range of 200°C.

In order to be appropriately treated in the CO2 capture plant, the
gas leaving the shift reactor is cooled down to 35°C. Successively
most of the water is removed, thus decreasing the volumetric flow
of the gas to be treated and increasing CO2 concentration. Carbon
dioxide is separated in a typical plant based on chemical absorp-
tion. CO2 is then compressed to 140 bar for liquefaction and trans-
portation. The gas leaving the top of the absorber is poor in carbon
and can feed the gas turbine; before entering the combustion
chamber, the fuel is compressed to 20 bar and heated in the REG.
The exhaust gases �c� from the turbine enter HE-IN-PRE approxi-
mately at 590°C, and the HRSG at 557°C. This determines the
maximum temperature of the steam, having set the approach point
�T at 20°C. The HRSG has three pressure levels. Syngas produc-
tion and decarbonization decrease power produced by the steam
turbine because medium pressure steam is extracted from the
steam turbine �ST� for the reforming, while low-pressure steam is
extracted for solvent regeneration. The interaction between syngas
production and the power section has also a positive feature: from
syngas cooling it is possible to preheat water and to generate
saturated steam, thus increasing the power generated by the ST.

The Reference Case configuration has been slightly modified in
order to decrease methane consumption in the ATR. Supplemen-
tary firing of the GT exhaust gases has been studied in SF con-
figuration, whose main features are depicted in Fig. 2. Exhaust gas
temperature rises to 646°C and the ATR inlet stream �3� can be
heated to 600°C in HE-IN-ATR. In GAS-GAS configuration �Fig.
3� two gas-gas heat exchangers have been introduced to recover
heat from syngas leaving the ATR. This equipment has to resist
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high temperatures, and it has not been commercially proven. Atthe
reformer outlet, syngas is cooled in HE-IN-ATR, which increases
ATR inlet streams to 600°C. Syngas is further cooled in HE-IN-
PRE, where natural gas and process steam are heated to 500°C. In
this configuration the GT exhaust gases go directly into the
HRSG.

3 Assumptions and Results

3.1 Syngas Production Section. The whole power plant
has been studied with the ASPEN PLUS software �18–20�. The prin-
cipal reactors �PRE,ATR,HTS,LTS� have been simulated by the
Gibbs Reactor, a model available in the ASPEN� library, which
determines equilibrium conditions by minimizing Gibbs energy.
The Pre-reformer is an adiabatic reactor, which operates with an

inlet stream temperature in the range of 470–550°C, depending on
the configuration considered. In the Reference Case, the tempera-
ture of stream 2 is the lowest �481°C for T-ATR�850°C, 467°C
for T-ATR�950°C�, as the parameter fixed in HE-IN-PRE is the
outlet temperature of stream d �557°C�. For the SF configuration
this temperature is set at 580°C, so pre-reformer inlet temperature
rises to 542°C and 500°C, respectively for T-ATR�850°C and
T-ATR�950°C. In GAS-GAS configuration, the pre-reformer in-
let temperature is fixed at 500°C. Temperature drop in the pre-
reformer is caused by the reforming of heavier hydrocarbons,
which is strongly endothermic.

The gas leaving pre-reformer �PRE-REF� contains small
amounts of ethane and propane: it enters ATR without preheating
in the Reference Case, so ATR inlet temperature �418°C,410°C� is
given by temperature drop in the PRE-REF. In the other configu-
rations, syngas is heated to 600°C before entering ATR �the choice

Fig. 1 Reference Case process flowsheet

Fig. 2 Variations introduced in SF configuration Fig. 3 Variations introduced in GAS-GAS configuration
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of this value derives from the state of the art of heat exchangers
preceding the ATR�. In the GAS-GAS configuration air stream
entering the ATR is heated to 600°C too, while in the other cases,
the temperature of air is influenced only by isentropic efficiency
of GT compressor �0.89�.

The shift reaction, which converts CO to CO2 , is exothermic,
so it takes advantage from low temperatures. The HTS inlet tem-
perature is fixed at 400°C by the WHB, while outlet temperature
varies in the range of 460–470°C, as also this component is adia-
batic and the reaction accomplished is exothermic. Syngas is fur-
ther cooled in HE1: temperature of stream 7 �290°C� has been
determined by imposing a minimum �T of 10°C on the hot side of
the REG. Syngas goes into the LTS at 160°C and exits at 200–
210°C �this reactor is adiabatic, too�. Then it is cooled down to
100°C by HE2 and finally to 35°C. Table 1 shows the composition
of most significant streams for the Reference Case �with T-ATR
�850°C�. The pressure of the entire circuit is imposed by GT
pressure ratio ���17� and by pressure losses, which are shown in
Table 2.

S/C is the ratio between steam and carbon mole flow at the
pre-reformer inlet. Methane conversion and hydrogen production
in ATR are enhanced by high values of S/C, but power generation
decreases as S/C rises because process steam is extracted from the
MP turbine. In this work S/C has been fixed at 1.5, in order to
minimize steam extraction. Lower values have not been consid-
ered because they have negative effects on carbon deposits forma-
tion, which is counteracted by H2O in excess respect to the sto-
ichiometric minimum. More precisely, since steam extraction is
the same for all the cases and natural gas mass flow is variable,
S/C is slightly different from a configuration to another. The ATR
temperature influences methane conversion too: if T is increased,
methane slip is lower. For example in the Reference Case the
percentage of unreacted CH4 decreases from 4.6% to 0.5% if the
ATR operating temperature is raised from 850°C to 950°C. This is
perfectly in agreement with the chemical equilibrium of reforming
reaction, which is endothermic, thus enhanced by higher tempera-
ture. Table 3 shows the percentage of unreacted methane in the
various configurations.

Methane reacted in the ATR is not completely reformed in ac-
cordance with reaction �1� because a fraction of CH4 is burned to
supply the heat of reforming and to increase reactants tempera-
ture. The burned fraction increases with higher ATR temperatures

and with larger mass flows of reactants because in these cases
more energy is required. If the fraction of burned CH4 is bigger,
the low heating valve �LHV� of produced syngas is lower. We
have introduced the ‘‘Cold syngas efficiency,’’ which represents
the ratio between chemical energy of produced syngas and natural
gas LHV input. This parameter is used in IGCC performance
analysis to express the fraction of coal chemical energy, which is
transferred to the produced gas; thus, it does not take into account
heat recovery from hot gas, which produces significant amounts of
steam, but constitutes the degradation of heat available at high
temperature. Cold syngas efficiencies of the studied configurations
are shown in Table 4.

The oxygen introduced in ATR is completely consumed by par-
tial and total combustion reactions. Therefore air extraction from
the GT compressor is not constant, as it is a function of burned
methane fraction. Table 4 shows air mass flow needed by the ATR
and the composition of syngas entering CO2 absorber �stream 12�.

H2 /CH4 is the ratio between the molar flow of hydrogen in
stream 12 and CH4 input molar flow. According to reactions �1�
and �2� this ratio has to be 4, if all methane molecules are con-
verted to H2 . Instead H2 /CH4 is less than 4, thus confirming that
a fraction of methane does not take part in reforming, as it is
burned. Furthermore, this ratio expresses how much hydrogen can
be produced by the same amount of natural gas. By increasing the
ATR temperature, H2 /CH4 increases in SF and GAS-GAS con-
figurations, but it decreases in the Reference Case. This is sub-
stantially a consequence of the variation of ATR inlet streams
temperature.

3.2 CO2 Removal Plant. CO2 removal is accomplished in
an absorption/stripping plant, commonly used for synthesis gas
sweetening. Figure 4 illustrates the process flowsheet simulated
with ASPEN PLUS. The solvent used in this simulation is a blend of
water and two amines: MDEA �30% by weight� and DEA �5%�.
CO2 is captured by this solvent in the absorber column �ABS� and
it is desorbed in a second column �stripper �STP�� by stripping.
The stripping agent is the vapor of the solvent itself, which is
produced in a Kettle reboiler. The choice of this mix allows a
reduction of reboiler heat duty, as the MDEA requires less heat for
regeneration than other amines, like MEA and DEA. Unfortu-
nately the MDEA reaction with CO2 is very slow and activators

Table 1 Gas composition in reference case

Stream 1 2 3 4 6 9 12 13

T �°C� 25.0 481.0 417.8 850 459.8 201.2 34.9 281.5
m �kg/s� 17.21 44.94 44.94 125.8 125.8 125.8 111.4 71.96

composition �% by vol�
CH4 91.2 35.9 35.6 0.6 0.6 0.6 0.7 0.8
C2H6 4.4 1.7 ¯ ¯ ¯ ¯ ¯ ¯

C3H8 0.1 0.04 ¯ ¯ ¯ ¯ ¯ ¯

CO ¯ ¯ ¯ 8.9 3.5 0.2 0.2 0.3
CO2 ¯ ¯ 2.2 5.6 10.9 14.2 16.1 0.9
H2 ¯ ¯ 7.0 30.6 35.9 39.2 44.5 52.4
N2�AR 4.3 1.7 1.6 33.5 33.5 33.5 37.9 44.7
H2O ¯ 60.6 53.6 20.9 15.6 12.3 0.4 0.8

Table 2 Pressure losses in syngas circuit

Component Outlet pressure �bar� �p/p �%�

PRE�HE-IN-ATR 17.22 5
ATR 16.36 5
WHB 15.87 3
HTS 15.24 4
HE1�REG 14.78 3
LTS 14.34 3
HE2�cooler 14.06 2

Table 3 SÕC and unreacted methane

Configuration
Actual

S/C

Unreacted
CH4

�% input�

Ref. case �T-ATR�850°C� 1.53 4.59
Ref. case �T-ATR�950°C� 1.46 0.54
SF �T-ATR�850°C� 1.50 6.17
SF �T-ATR�950°C� 1.43 0.74
Gas-Gas �T-ATR�850°C� 1.63 6.16
Gas-Gas �T-ATR�950°C� 1.56 0.78
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are usually added in order to accelerate the absorption process in
proprietary solvents. In this simulation, DEA is used as the acti-
vator; this device is often adopted commercially.

Table 5 illustrates the main differences characterizing the CO2
removal plant, together with fuel mass flow and composition.
Both absorber and stripper have been simulated as seven-stage
columns, using the RadFrac model, available in the ASPEN PLUS

library.
Since the reactions between CO2 and amines are exothermic,

both gas and liquid increase their temperature in the absorber
�ABS�: the gas exits from top of the absorber at 45–51°C, while
the solvent loaded with CO2 is at 62–63°C at the bottom of the
ABS. The absorber works at 13.3 bar, while the stripper at 1.8 bar.
Therefore, a flash separator has been put after the ABS, for par-
tially regenerating the solvent by pressure reduction. The rich sol-
vent is preheated to 80°C in H-EX by the lean solution coming
from the stripper, which leaves the Kettle reboiler at 101.5°C.

Minimum �T between solution and steam condensing in the
reboiler is about 10°C. In the stripper, condenser cooling duty is
the same �5 MW� for all the configurations. On the contrary, re-
boiler heat duty changes because the following conditions have
been imposed:

1. Same �T on H-EX cold side �7.35°C�0.2�.
2. Same composition of the solution entering ABS.

The latter has been verified by checking the MDEA�/MDEA
ratio of the solution, which represents the percentage of the not-
regenerated amine in the stripper. For all the configurations this
ratio is in the range 0.210–0.215. CO2 leaving the top of the
stripper is compressed to 140 bar and liquefied for transportation
in pipelines. The CO2 compressor has been modeled by a four-
stage intercooled compressor. Isentropic efficiency of the single
stage is 0.85, mechanical efficiency is 0.95.

Table 4 Main results of syngas production section

Ref
850°C

Ref
950°C

SF
850°C

SF
950°C

Gas
Gas

850°C

Gas
Gas

950°C

Air mass
flow to
ATR �kg/s�

80.8 96.9 73.1 90.1 64.5 78.0

Stream
‘‘12’’ mass
flow �kg/s�

111.4 127.3 106.2 123.3 95,9 109.6

Stream ‘‘12’’ composition �% by vol�
CH4 0.71 0.08 0.99 0.11 0.99 0.12
CO 0.23 0.22 0.35 0.35 0.28 0.30
CO2 16.11 15.94 16.26 16.10 16.43 16.30
H2 44.54 42.19 47.16 44.73 48.35 46.28
N2�AR 37.97 41.12 34.81 38.26 33.51 36.56
H2O 0.44 0.44 0.44 0.44 0.44 0.44
H2 /CH4 input 2.87 2.86 2.95 2.97 3.00 3.05
Cold
syngas
efficiency
�%�

84.3 80.1 88.0 83.7 89.4 85.7

Fig. 4 CO2 removal and liquefaction plant
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The rate of carbon dioxide removal in the ABS is different for
the various configurations. In fact a design specification has been
created to set at 10% the percentage of all the carbon not removed
from syngas. In this way it is possible to take into account CO and
CH4 fractions, which generate CO2 while burning in GT. Thus, in
every configuration CO2 final emissions are 90% of emissions
generated by a gas turbine combined cycle �GTCC� with the same
natural gas input. The percentage of removed CO2 is greater
whenever CH4 and CO conversion is lower; for example, in the
Reference Case absorbed CO2 is 95.3% of the total entering the
ABS if T-ATR�850°C. If T-ATR is increased to 950°C, then re-
moved CO2 decreases to 91.7% because the CH4 concentration in
syngas to be treated is lower �see Table 4�. However this variation
does not deeply affect power and heat consumption in the CO2
capture plant, which on the contrary greatly depends on the total
mass flow of removed CO2 . In all the configurations if the T-ATR
is increased, then the mass flow of carbon dioxide entering the
ABS grows, thus increasing the reboiler heat duty needed for
solvent regeneration. GAS-GAS �with T-ATR�850°C� is the con-
figuration that requires the least heat duty �80 MW�, even though
the percentage of absorbed CO2 is rather high �96.7%�. Solvent
mass flow has the same behavior of reboiler heat duty, as it de-
pends above all on the total mass flow of CO2 to be captured.
After all GAS-GAS configurations generate less CO2 than other
cases, thus giving the following advantages:

1. Steam extraction from the ST for stripping is lower, as re-
boiler heat duty decreases.

2. CO2 to be captured is less, so power consumption for sol-
vent pump and CO2 compressor is lower.

3.3 Power Generation. Power generation is accomplished
by a gas-steam combined cycle. The gas turbine is a heavy-duty
machine, corresponding to technology known as FA, characterized
by a TIT of approximately 1350°C. The turbine modeled in the
simulation matches the main parameters of a real machine, SI-
EMENS V94.3A ���17�TIT�1350°C�. In particular, air mass
flow rate at the compressor inlet is the same as the real machine
�634 kg/s�; the net efficiency and the net power output are, respec-
tively, 38.2% and 256 MW, TOT is 590°C. The net power output
generated by the GT is determined by a calculator block, which

uses fuel mass flow and composition and the fixed efficiency as
input parameters to calculate the produced power. In any configu-
ration, the natural gas mass flow rate has been changed to match
the real machine net power. The HRSG is three pressure levels:
4/35/140 bar, with reheat and condenser at 0.04 bar. Heat recovery
has been optimized by setting at 10°C, the minimum pinch point
�T for all the pressure levels.

In the Reference Case and in the SF configuration, the approach
point �T has been fixed at 20°C, which corresponds to a super-
heating �and reheating� steam temperature, respectively, of 537°C
and 560°C. In the GAS-GAS configuration, maximum steam tem-
perature is also 560°C, not to exceed the limit connected with
corrosion. The ATR requires a significant amount of steam: 27.7
kg/s, needed to achieve a S/C ratio of 1.5, are extracted from MP
steam turbine at 18.13 bar. Solvent regeneration also requires
steam. A mass flow of 33.7–38.1 kg/s is extracted from the LP
steam turbine at 2 bar. The main assumptions made for the power
generation section are summarized in Table 6.

Table 5 Main results of CO2 removal plant and fuel composition

Configuration
REF

850°C
REF

950°C
SF

850°C
SF

950°C

GAS
GAS

850°C

GAS
GAS

950°C

Solvent
mass flow
�kg/s�

556.9 582.1 570.9 594.6 526.0 542.7

Q reboiler
�MWt�

85.0 89.0 87.0 90.5 80.0 83.3

Steam �kg/s� 36.1 37.8 36.6 38.1 33.7 35.0
CO2 in ABS
�kg/s�

41.72 45.58 41.66 46.09 38.61 42.33

Removed
CO2 �kg/s�

39.74 41.79 40.57 42.67 37.45 39.11

Removed
CO2 �%�

95.3 91.7 97.4 92.6 96.7 92.4

Fuel �stream
‘‘13’’�
mass flow
�kg/s�

71.96 85.97 65.78 81.0 58.61 70.90

Fuel composition �% by vol�
CH4 0.84 0.09 1.17 0.13 1.18 0.14
CO 0.27 0.26 0.41 0.41 0.34 0.35
CO2 0.90 1.55 0.50 1.40 0.59 1.46
H2 52.45 49.19 55.92 52.35 57.38 54.25
N2�AR 44.72 47.95 41.29 44.78 39.78 42.86
H2O 0.83 0.96 0.70 0.93 0.73 0.94
Fuel LHV
�MJ/kg�

9.32 7.80 10.87 8.83 11.44 9.46

Table 6 Assumptions made for power generation section

Gas turbine cycle
Gas turbine SIEMENS V94.3A
Pressure ratio 17
TIT �°C� 1350
Inlet air flow rate �kg/s� 634
Thermodynamic efficiency
�%�

38.2

Fuel compressor � is 0.9

Steam cycle
Pressure levels �bar� 140/35/4
Condenser pressure �bar� 0.04
Steam turbine � is 0.9
Steam turbine �mec 0.95
Pump efficiencies 0.9
�T pinch point �°C� 10
�T approach point �°C� 20
�T subcooling �°C� 10
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4 Comparison of the Performance
Table 7 shows overall performances of the various plants. For a

given configuration, the power generated by the steam cycle in-
creases if the T-ATR is higher, as syngas cooling produces more
steam �for example in the Reference Case, waste heat boiler gen-
erates 74.1 kg/s of the HP steam if T-ATR�850°C, 94.5 kg/s if
T-ATR�950°C�. Anyway net efficiency is 47.37% and 46.87% for
a reactor temperature, respectively, of 850°C and 950°C. This is a
consequence of the decrease in cold syngas efficiency, which
forces to burn a greater fraction of natural gas in the ATR and to
increase natural gas consumption. Furthermore, CO2 to remove is
5% higher when T-ATR�950°C, so CO2 compression work and
steam extraction from the ST are greater. For T-ATR�950°C fuel
compressor work rises, too, because the fuel flow rate is 19.5%
greater than for T-ATR�850°C. This is due to the different fuel
composition, which depends above all on air mass flow needed by
ATR, as it determines nitrogen concentration in the fuel and its
LHV.

For a given ATR temperature, in SF configurations the ST
power is higher than in the Reference Case because maximum
steam temperature is 560°C versus 537°C. SF configurations re-
quire also less power for fuel compression, as the LHV is higher
than in the Reference Case. However, net efficiencies are quite
similar for the Reference Case and SF configuration. In fact, even
if cold syngas efficiencies are higher in SF configuration, a sig-
nificant fraction of produced fuel is used for supplementary firing
�6.2% of the total�. This causes an increase by 2% in natural gas
consumption. Furthermore, for a given ATR temperature, removed
CO2 is more in SF configurations than in the Reference Case,
therefore, compressor work needed is higher.

In the GAS-GAS configuration all the parameters discussed
above seem to be better than in other configurations. In particular,
Table 7 clearly shows that:

• CO2 compressor work is much lower, as carbon dioxide to
remove decreases �see also Table 5�.

• Fuel compressor work decreases, too, because fuel has the
highest LHV.

• Cold syngas efficiency is higher. Therefore natural gas con-
sumption is lower; for example for T-ATR�850°C, the Ref-
erence Case shows a cold syngas efficiency of 84.3%, while
in the GAS-GAS configuration this parameter is 89.4% �see
Table 4�. This reduces natural gas input from 17.21 kg/s to
16.22 kg/s.

• Stripping requires less steam extracted from the LP for sol-
vent regeneration because CO2 absorption requires a lower
solvent mass flow �see also Table 5�.

• The net power is lower because of the reduction of the steam
generated by the waste heat boiler, where syngas enters at a
lower temperature.

• However, cycle net efficiency is higher. This is due not only
to the reduction of auxiliaries consumption, but also to the
increase in cold syngas efficiencies. For T-ATR�850°C net
efficiency is 48.06%, for T-ATR�950°C net efficiency is
47.62%.

Since carbon removal has been fixed at 90%, both absolute and
specific CO2 emissions are similar for all the configurations. More
precisely, specific emissions are lower in GAS-GAS configura-
tion, where the best efficiency implies an increased power genera-
tion relative to natural gas input. However, specific emissions are
all in the range 41–42 g/kWh.

The last row in Table 7 shows actual CO2 reduction; this pa-
rameter takes into account the decrease in plant thermodynamic
efficiency. In fact, if we assume that a conventional GTCC has a
global efficiency of 56%, the cycles analyzed in this paper do not
reduce CO2 emissions by 90%, as they need supplementary natu-
ral gas to generate same power as GTCC. Therefore actual CO2
reduction is the ratio between CO2 specific emissions of the cycle
considered and of GTCC characterized by a thermodynamic effi-
ciency of 56% �approximately 356 g/kWh�.

Conclusions
In this paper a gas-steam combined cycle with natural gas re-

forming and CO2 capture is presented. An Auto Thermal Re-
former has been simulated to generate syngas, whose concentra-
tion in hydrogen is increased by two CO-shift reactors in series
that follow the ATR. Carbon dioxide is removed in an absorption
column, using a blend of most common amines �MDEA, 30% by
weight, and DEA, 5%�. Lean gas leaving the absorber is charac-
terized by a carbon concentration reduced by 90%. It feeds a
commercially available gas turbine and the bottoming steam
cycle. Power plant and syngas production plant were coupled and
investigated in three main configurations. Among them the most
promising scheme is the one with a high-temperature gas-gas heat
exchanger, which heats the streams entering ATR and cools syn-
gas at ATR outlet. This configuration showed a global thermal
efficiency of 48.06% and CO2 specific emissions of 41.2 g/kWh.
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Nomenclature

ABS � absorber
ASU � air separation unit
ATR � auto thermal reformer
DEA � di-ethanol-amine

GT � gas turbine

Table 7 Overall performances of the various plants

Reference
850°C

Reference
950°C

SF
850°C

SF
950°C

Gas
Gas

850°C

Gas
Gas

950°C

GT net power �MW� 256.27 256.21 256.34 256.30 256.23 256.14
Steam cycle net power
�MW�

141.35 158.27 148.79 166.11 122.97 136.97

Fuel compressor �MW� 6.51 7.33 5.90 6.80 5.81 6.61
Solvent pump power �MW� 0.77 0.80 0.78 0.82 0.72 0.75
CO2 compressor �MW� 12.97 13.64 13.24 13.93 11.84 12.76
Plant net power �MW� 377.37 392.71 385.21 400.87 360.82 372.98
Natural gas LHV input
�MW�

797 838 813 855 751 783

Net efficiency �%� 47.37 46.87 47.36 46.88 48.06 47.62
CO2 emissions �kg/s� 4.38 4.61 4.48 4.70 4.13 4.27
CO2 specific emissions
�g/kWh�

41.8 42.2 41.8 42.2 41.2 41.2

Actual CO2 reduction �%� 88.3 88.1 88.3 88.2 88.4 88.4
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GTCC � gas turbine combined cycle
HE � heat exchanger

HP, LP, MP � high, low, medium pressure level
HRSG � heat recovery steam generator

HTS � high-temperature shift
IGCC � integrated gasification combined cycle
LHV � low heating value
LTS � low-temperature shift

MDEA � methyl-di-ethanol-amine
MEA � mono-ethanol-amine
PCFP � pulverized coal-fired plant

PRE-REF � prereformer
REF � reference case
REG � fuel regenerator

SF � supplementary firing
SMR � steam methane reformer

ST � steam turbine
STP � stripper
TIT � turbine inlet temperature

TOT � turbine outlet temperature
WHB � waste heat boiler

� � pressure ratio
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H2/O2 Cycles: Thermodynamic
Potentialities and Limits
In this paper, the thermodynamic potentialities and limits of the H2/O2 turbine cycles
(afterward named only H2/O2 cycles) are investigated. Starting from the conventional
gas turbine and steam turbine technology, the paper qualitatively tackles problems re-
lated to a change of oxidizer and fuel: from these considerations, an internal combustion
steam cycle is analyzed where steam, injected into the combustion chamber together with
oxygen and hydrogen, is produced in a regenerative way and plays the important role of
inert. A proper parametric analysis is then performed in order to evaluate the influence of
the main working parameters on the overall performance of H2/O2 cycles. All the results
are carried out by neglecting the energy requirements for O2 and H2 production systems,
but taking into account the work required by the O2 and H2 compression. This choice
permits a great freedom in the definition of these thermodynamic cycles; moreover, it is
possible to come to some general conclusions because the H2 and/or O2 production
systems and their integrations with thermodynamic cycles do not have to be specified.
Therefore, this paper can be framed in a context of centralized production of oxygen and
hydrogen (by nuclear or renewable energy sources, for example) and their distribution as
pure gases in the utilization place. By adopting some realistic assumptions, for example,
a top temperature of 1350 °C, the potentialities of H2/O2 cycles are very limited: the net
efficiency attains a value of about 50%. Instead, by adopting futurist assumptions, for
example, a top temperature of 1700°C, a different H2/O2 cycle scheme can be proposed
and its performance becomes more interesting (the net efficiency is over 60%). The paper
tackles the main thermodynamic and technological subjects of the H2/O2 cycles: for
example, it is underlined how the choice of the working parameters of these cycles
strongly influences the attainable performance. �DOI: 10.1115/1.1924401�

1 Introduction
Fossil fuels are likely to play a major role in global energy

supply in the near-medium term future. On the other hand, fossil
fuels are the major source of anthropogenic CO2 emission into the
atmosphere. In the future power generation scenario, even though
concepts such as efficiency and costs will still be very important,
the most significant aspect will be environmental: carbon dioxide
emission especially.

In the last years the great attention, addressed to the greenhouse
effect, has involved the analysis of potential zero-emission power
plants, by using hydrogen as fuel �1–4�.

But there are also other potential zero-emission power plants
where there is the combustion between oxygen and any gaseous
hydrocarbon fuel in order to produce a working fluid, composed
of steam and carbon dioxide �CO2�, at high temperature and high
pressure, which can power conventional or advanced turbines.
With improvements in turbine technology, efficiencies in the
range of 50% are possible with nearly 100% carbon capture �5–8�.

But hydrogen and electricity may become the favored twin en-
ergy carriers in a possible “greenhouse driven” future due to their
lack of CO2 emissions at the point of use �9�. For this reason, in
the technical works it is possible to find many examples of cycles
based on hydrogen combustion; moreover if oxygen is used as
oxidizer, it is possible to obtain semiclosed cycles where the
working fluid is H2O.

These cycles seem to have great thermodynamic potentialities
�2�, but in these analyses it is very important to adopt some rea-
sonable assumptions. In fact, by choosing very high values for the

maximum pressure and temperature and neglecting the energy re-
quirements for the compression and the production of oxygen and
hydrogen, these cycles can attain high efficiency �65–70%, de-
pending on the scheme layout�, �2,3,10�. But lowering, for ex-
ample, the maximum temperature, some typologies of thermody-
namic cycle do not sustain themselves �10�. Hence, the H2/O2
cycles can be studied only from a thermodynamic point of view,
but it is very important to assume reasonable hypotheses about the
most important working parameters, even if hydrogen and oxygen
can be considered available at the ambient condition without any
energetic expense.

In this paper we want to point out that the H2/O2 cycles always
need an inert fluid. The high energy cost of using oxygen as oxi-
dizer requires very little excess oxygen at the last combustion
chamber exit. These cycles commonly suffer from not having an
inert fluid; so, they can make up for this lack by providing steam,
produced in a regenerative heat exchanger which also limits heat
discharged into the environment.

In this paper we want to discuss the real potentialities of the
H2/O2 cycles; we will start analyzing conventional steam cycles
and combined cycles and, by taking into account the thermody-
namic problems related to the use of oxygen and hydrogen, we
will propose several cycles, supplied with oxygen instead of air
and fed by hydrogen instead of fossil fuel. In these cycles we will
point out the technological and thermodynamic limits �for ex-
ample, the reasonable value of turbine inlet temperature �TIT� and
of the final excess oxygen�; then, we will properly modify the
thermodynamic cycles and also the plant layouts. In the end we
will demonstrate that, starting both from steam turbine and gas
turbine technology, the only practical H2/O2 cycles are those that
use regeneratively formed steam as an inert fluid delivered to the
combustion chamber. Such a cycle becomes an Internal Combus-
tion Steam Cycle (ICSC). These H2/O2 cycles can attain a net
efficiency of almost 63% only by adopting very high �probably
futurist� values for the maximum temperature and pressure.
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2 Conventional Cycles: Effects of Switching Fuel and
Oxidizer

The two power plant schemes, which can be considered as a
starting point, are the gas turbines and the steam cycle power
plants.

2.1 GT Technology. Nowadays, the most important applica-
tions of the gas turbine �GT� technology in power production are
combined cycle power plants. These solutions, supplied with air
as oxidizer and natural gas as fuel, can attain great advantages in
terms of high net efficiency and working versatility. From a ther-
modynamic point of view, in these cycles the overall efficiency
must be optimized: in other words, the best integration between
the topping cycle �GT�—where the main characteristic is the high
temperature at which heat is supplied—and the bottoming cycle
�steam cycle �SC��—where the main characteristic is the low tem-
perature at which heat is discharged—must be investigated, by
considering the heat recovery steam generator �HRSG� which
joins these two systems. About the total heat discharged into the
ambient, we have well known that, in addition to the condenser
heat-rejection rate, there is another heat-rejection rate: the gas
flow rate exiting from the HRSG; this last heat-rejection rate can
be limited, as far as possible, by adopting more pressure levels. In
the most up-to-date combined cycle power plants there are very
complex boilers �11,12� �with three pressure levels and steam re-
heat�: in this case the final gas temperature is about 85°C �11�.

Using oxygen instead of air and hydrogen instead of natural gas
�both produced by any process�, the first consequence is a very
high �and inadmissible� excess oxygen in the exhaust gases in
order to obtain an established value of TIT. By way of example, in
a gas turbine with a pressure ratio, �, of 15 and with a maximum
temperature, TIT, of 1250°C, the final oxygen fraction is over
87% �by mass�! The resulting gross efficiency is over 53%, while
the net efficiency cannot be quantified because the cycle net work
does not satisfy energy requirement for oxygen production
�0.89 MJ/kgO2

�. A possible idea for the reduction of the excess
oxygen is the subdivision of the total expansion, and the addition
of working fluid reheats between two consecutive expansions. In
Fig. 1 there is a possible gas turbine scheme with n expanders and
n combustion chambers. In Fig. 2 it is possible to see the results of
this simulation, in particular, the oxygen fraction at the power
plant discharge for various full compression ratios and various
TITs; the results are related to various situations: from 1 to 10
combustions with equal partial expansion ratios, when the total
expansion is subdivided. In this graph, only the points, pointed out
by means of symbols, are meaningful; the continuous line is

drawn in order to show the trend of this working parameter. It is
possible to note that, also by adopting futurist temperature
�1700°C�, the O2 fraction is very high: it is always over 70% �by
mass�, even if the full compression ratio is 30 and there are ten
combustions! The result does not change even if we assume a very
high maximum pressure: in such a situation it is important to note
that both oxidizer and fuel must be compressed until the maxi-
mum pressure, and the gas compression requires large energy re-
quirements. In Fig. 2, where a full compression ratio of 90 and a
TIT of 1700°C are chosen, the O2 fraction is over 65% �by mass�
when there are ten combustions!

As stated above, in this graph the partial expansion ratios are
equal in all the turbines; in order to obtain optimal performance,
the partial expansion ratios could be chosen by means of an opti-
mization calculation. The idea can be the following: in the first
turbines the pressure ratios are high so that in the last combustion
chambers the working fluid is cooler and thus it requests a higher
quantity of fuel in order to reach the maximum temperature. How-
ever, in this way, it is not possible to limit properly the oxygen
fraction at the power plant discharge and, even if it could happen,
there would be another problem. In fact when the oxygen fraction
is limited, it means that the working fluid is composed mainly of
steam: this steam is discharged into the environment and it in-
volves a great thermal loss because it is steam at ambient pressure.

Because of all the previous reasons, the simple substitution of
oxidizer and fuel in a conventional gas-steam combined cycle is
not a good proposal: the main problem is the lack of a proper
inert in the combustion chamber which can limit the maximum
temperature. Therefore the oxygen plays this role and the final
result is an inadmissible oxygen excess at the power plant
discharge.

When oxygen and hydrogen are used in a gas turbine, the gas
cycle and the steam cycle cannot be separated: the idea is the
injection of the steam into the combustion chamber of the topping
cycle in order to limit the excess oxygen; the regenerative steam
production is performed by the stream, exiting the gas turbine
(which becomes a steam turbine); such a cycle becomes an inter-

Fig. 1 Combined cycle layout with n combustions

Fig. 2 O2 fraction as function of the combustion chambers
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nal combustion steam cycle (ICSC). Where the separate steam
section is no longer useful, it would be interesting to study ex-
panding working fluid up to pressures typical of the conventional
steam cycles because the working fluid is primarily steam. These
subjects will be tackled in the next paragraph where a proper
parametric analysis will show the great importance in the choice
of the maximum pressure and temperature, especially.

2.2 Steam Turbine Technology. Considering that, in the
steam cycle the combustion is external, it is not possible to use
hydrogen in a conventional steam boiler, because of the thermo-
dynamic penalization related to the low value of the highest tem-
perature of the steam �TIT in the range 540–560°C�; this tem-
perature is a consequence of the technological limits of the
superheating tube materials in the conventional steam boilers. In
this context, it is necessary to propose an internal combustion
steam cycle where a high increase of the TIT can be pursued.

Some years ago, the authors did a lot of scientific work on this
subject �internal combustion steam cycle, but using natural gas
and air� and the results were very interesting �13–16�. The authors
proposed a new advanced mixed cycle which attains very high
performance �13,14�: it was first named gas injection steam cycle
�GIST cycle� and then advanced mixed cycle �AMC�. In this para-
graph it is very interesting to examine the thermodynamic stages
which permitted to define this innovative cycle.

An internal combustion cycle—where the steam heating is car-
ried out by combustion of natural gas and compressed air inside
the steam flow—was used as starting point for the proposition of
a new cycle typology. But, the internal combustion involves some
modifications in comparison with a conventional steam cycle. In
Fig. 3 the cycle is qualitatively drawn on the T-s thermodynamic
plane, with reference to the unitary mass of steam. We can see that
the internal combustion produces the following effects:

• mixing between gas and steam: it involves the steam pres-
sure loss �line A-B�;

• maximum temperature, TIT, very high: it is much higher
than that obtainable in a conventional steam cycle �point A�;

• steam final expansion in the superheated field �point C� be-
cause of

— very high turbine inlet temperature, TIT;
— reduction of the maximum pressure of the steam �owing

to the mixing between steam and gas and thus the con-
sequent passage from the total to the partial pressure�;

— increase of the steam final pressure �owing to the final
pressure of the gas-steam expansion is limited to the
atmospheric pressure�

• need of a proper cooling of the gas-steam mixture; and
• steam condensation �with water separation and recovery�

with decreasing temperature �line D-E�, owing to the pro-
gressive reduction of the steam partial pressure in the mix-
ture during condensation process.

The first cycle proposals were based on hybrid power plants: in
other words, the heating until the point B �Fig. 3� was carried out
partly by an external combustion �presence of a conventional
steam boiler� until the point A, and partly by an internal combus-
tion, until the point B.

In the first plant layouts, a maximum temperature of 900°C
was chosen in order to operate with “steam technology” �that is,
turbines without cooled blades�. The main feature of these cycles
was the proper use of the mixture cooling �C-E transformation in
Fig. 3� because it is necessary to recover the water, injected in the
combustion chamber as steam. For this reason, two paths were
taken into account:

�i� use of a pressurized separator, which easily separates wa-
ter, permits feeding a bottoming cycle �in which uncon-
ventional fluids can also be used� by means of the heat
released during gas-steam mixture cooling, but interrupts
the mixture expansion and thus obliges to introduce a new
component, that is a saturated gas turbine, in order to re-
cover the energy pressure of incondensable flow at the
separator exit. Unfortunately, these solutions attained very
poor performance: the great increase of the maximum tem-
perature of the cycle is made completely useless because
of the high final pressure in the expansion of the gas-steam
mixture, and the total lack of feed water regenerative heat-
ing. In Fig. 4 a plant layout proposal, based on these con-
cepts, is shown.
This power plant solution attains an efficiency of about
38%, by adopting a maximum temperature, TIT, of
900°C, and by using H2O as working fluid in the bottom-
ing cycle. The ratio between the heat input in the conven-
tional steam boiler and the total heat input is 75%.

�ii� use of an atmospheric separator, which separates water

Fig. 3 Qualitative internal combustion steam cycle on the
plane T-s

Fig. 4 Hybrid scheme with pressurized separator
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less easily, eliminates the possibility of feeding a bottom-
ing cycle with heat released during gas-steam mixture
cooling but does not interrupt the mixture expansion;
moreover, heat released during gas-steam mixture cooling
and steam condensation can be profitably used for regen-
erative heating of the water before the inlet in the conven-
tional steam boiler. These solutions attained interesting
performance. In order to increase the mean temperature
during the heat adduction, the possible ways, oriented to-
wards an increase of the water regenerative heating, were
investigated: the goal was reached by increasing the ener-
getic content of the gas-steam mixture at the separator
inlet. For this reason the total expansion was subdivided
and another combustion chamber was interposed between
the two turbines.

In Fig. 5 a power plant layout proposal, based on these con-
cepts, is drawn. This power plant solution attains an efficiency of
about 47%, by adopting a maximum temperature, TIT, of 900°C,
and by using two combustion chambers. The ratio between the
heat input in the conventional steam boiler and the total heat input
is only 32%! The natural evolution of this cycle typology was
correlated to the increase of the maximum temperature; for this
reason the gas turbine technology was investigated. A proper para-
metric analysis �13� showed that the TIT increase reduces progres-
sively the heat input in the conventional steam boiler: adopting a
TIT=1260°C, it is possible to define a power plant solution, fu-
eled by natural gas fully, where all the steam, injected in the
combustion chambers, is regeneratively produced.

This plant layout proposal is not hybrid, but attains very high
performance. Following these concepts, the authors proposed the
AMC power plant depicted in Fig. 6.

The conversion process is the following: compressed air goes
into the first combustion chamber �cc1� together with the fuel and
combustion takes place inside the steam flow. The steam arrives
into this combustion chamber after a first expansion in a conven-
tional steam turbine �ST� and after a regenerative partial reheat in
the separator, which is now really a heat recovery steam generator
�HRSG�. The gas-steam mixture expands in a first turbine �high
pressure turbine �HPT��; then it goes into a second combustion
chamber where the excess oxygen is combined with fuel nearly
stoichiometrically to generate hot exhaust gases. After the me-
dium pressure turbine �MPT� expansion, the stream is cooled in

the HRSG where recycled steam, at a single pressure level �super-
critical�, is produced to expand in the ST. At the HRSG exit the
water is pumped into the boiler while the saturated gas is dis-
charged into the environment.

The benefits, correlated to the increase of the mean temperature
during the heat adduction, are obvious: there is a full regenerative
steam generation and a partial regenerative reheating before the
steam injection in the first combustion chamber. This power plant
solution attains an efficiency of about 57%, very similar to that
attainable with combined cycle power plants adopting the same
maximum temperature.

We think that this evolution is very important in this paper
because, starting from the scheme of Fig. 6, it is possible to un-
derstand, qualitatively, the main modifications correlated to a
change in the oxidizer and in the fuel in the ST technology. First
of all, in this scheme it could be possible to limit the excess
oxygen because the steam can play the role of inert fluid in the
combustion chamber. The direct consequence would be a working
fluid composed mainly of H2O. Then, if the working fluid is really
almost pure steam, also in this case it could be interesting to study
the working fluid expansion until pressures, typical of the conven-
tional steam cycle.

From this introduction it is clear that, using hydrogen as fuel
and oxygen as oxidizer, both the GT technology and the ST tech-
nology suffer the lack and/or the poor availability of a proper inert
in the combustion chambers and thus they must become internal
combustion steam cycles �ICSC� where H2O �steam� plays a role
of inert in the H2–O2 combustion.

3 H2/O2 Cycles (Advanced TITs)
From the previous paragraph it is clear that the only practical

H2/O2 cycles are those that use regeneratively formed steam as
inert fluid delivered to the combustion chamber. So the reference
scheme, here investigated, is depicted in Fig. 7. The evaluation
criteria and the main numerical assumptions are reported in the
Appendix.

In comparison with the scheme of Fig. 6, in this scheme there
are the intercooled compressors for the fuel and the oxidizer. For
this scheme, a parametric analysis is performed in order to evalu-
ate H2/O2 cycle performance as a function of the most important
working parameters.

In Fig. 8 it is possible to see the results of this simulation, in
particular, the net efficiency and the oxygen fraction at the power
plant discharge as function of the high pressure expansion ratio,
for various full compression ratios and for a TIT of 1350°C.

Fig. 5 Hybrid scheme with atmospheric separator

Fig. 6 AMC power plant
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In this graph, the discontinuities of the trends are due to the fuel
compression: in fact, increasing the �HPT progressively reduces
the pressure in the second combustion chamber, cc2. When the
pressure, in the second combustion chamber, is lower than that at
the exit of the first fuel compression stage, the fuel, delivered to
the cc2, is separated from the fuel, delivered to the cc1, because
the second compression stage would be useless. The total fuel
compression work decreases and the net efficiency increases.

For each �, the net efficiency attains the maximum value—that
depends on the full compression ratio, �. Then, the net efficiency
decreases, when �HPT increases. In fact, increasing the �HPT rises
the temperature at the MPT exit; because of this, a higher thermal
flow can be profitably used in the HRSG by producing a higher
quantity of steam at the established pressure and temperature �Fig.

9�. But there is another effect correlated to the �HPT increase: the
mean temperature during the heat transfer in the second combus-
tion chamber decreases. When the maximum value of the net ef-
ficiency is reached, the temperature profiles in the HRSG are per-
fectly coupled. For higher �HPT, there are greater irreversibilities
in the heat exchange and the mean temperature, during the heat
transfer in the second combustion chamber, continues decreasing.
Moreover, increasing the �HPT reduces the excess oxygen; when
the minimum oxygen fraction is attained, the efficiency continues
decreasing because the given top temperature cannot be reached
in the second combustion chamber.

In these two graphs �Figs. 8 and 9�, the results are meaningful
only when the minimum excess oxygen is reached: for �=30 the
maximum efficiency attains the value of 50.6% and the quantity
of produced steam is 2.42 kg per kg of oxygen at the compressor
inlet. Moreover, the energy required for oxygen production in-
volves great energy consumption into the energy balance. In fact,
the air separation unit is able to give oxygen at ambient pressure
and temperature. The advantage of this method is that it can pro-
duce large quantities of high purity oxygen �from 90% to 98%�.
According to the literature �17�, if oxygen is generated at atmo-
spheric pressure and temperature and high purity �over 95%�, a
specific work of 0.89 MJ/kg of O2 is required. By considering
this energy consumption, the net efficiency becomes only 42.8%.
Finally, if hydrogen is produced by coal or natural gas �steam
methane reforming� decarbonization the net efficiency becomes
very poor: about 24.6 and 19.3%, respectively �18�.

Increasing the full compression ratio, the maximum net effi-
ciency increases: 51.6% and 52% when �=50 and �=70, respec-
tively. This increase is very limited, while the increase of the
maximum pressure of the cycle involves the hydrogen compres-
sion until this maximum pressure. Since we do not consider real-
istic hydrogen compression up to high pressures �for example, up
to 70 bars�, we assume a maximum full compression ratio of 30:
therefore in Fig. 10 there is the cycle scheme with the material
and energetic balances, while in Table 1 the most important per-
formance parameters are reported.

Moreover, it is interesting to see Fig. 11 where this cycle rep-
resentation in the T-s diagram is shown, with reference to the
unitary mass of steam. About the heat discharged from the HRSG
into environment, it is possible to give the following commentary:

Fig. 7 H2/O2 cycle scheme: reference case

Fig. 8 H2/O2 cycle performance „TIT=1350°C…

Fig. 9 H2/O2 cycle working parameters „TIT=1350°C…
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this loss includes two contributions, the heat discharged during the
condensation of the steam, which is injected in the first combus-
tion chamber �separator �SEP��, and the heat associated with the
discharge of the steam, which is produced in the combustion
chambers. This loss is very great because it can be considered as
the heat associated with the condensation of all steam at the at-
mospheric pressure. The final conclusion is that, adopting a maxi-
mum cycle temperature of 1350°C, the H2/O2 cycle perfor-
mances are rather poor and there are many technological
complications which must be taken into account. On the other
hand, these power plants have very low ambient impact because
they can be considered as zero-emission solutions.

Choosing a maximum temperature of 1350°C, it seems that
there are no margins for the performance increase of the H2/O2
cycles. But it is interesting to analyze the same working param-
eters when higher top temperatures are chosen. In Figs. 12 and 13
it is possible to see the net efficiency and the oxygen fraction at
the power plant discharge as function of the high pressure expan-
sion ratio, for various full compression ratios and for a TIT of
1500 and 1700°C, respectively.

The first value is, according to some authors �2,3�, representa-
tive of the conditions of the state-of-the-art cooling and materials
for next generation of combustion turbines now in early demon-
stration phases. The second one is, according to the same authors,

a limit which can be reached in a short time because material and
coating have been developed for these conditions.

In these two graphs it is possible to note that for high TIT there
is a large range of �HPT where the minimum oxygen excess is
reached. Over the first �HPT, which permits to reach the minimum
oxygen excess, in the second combustion chamber the maximum
temperature starts decreasing. For this reason when high TITs are
adopted, the proper modifications in the cycle scheme must be
investigated in order to increase the H2/O2 cycle performance. As
stated above, when the oxygen excess is very small, it means that
the working fluid is primarily composed of steam: in this case it is
possible to study expanding working fluid up to pressures typical
of the conventional steam cycles.

Fig. 10 Reference case: material and energetic balances

Table 1 Reference case: performance parameters

Power plant
work balance �kJ/kg�

Power plant
heat balance �kJ/kg�

WST
1110 Qfuel+QO2

579
WHPT

4482 Qfuel �HHV� 13 547
WMPT

1326 QSEP
5484

Wfuel
505 QHRSG

2360
WO2

442 Qintercooling
267

Waux
91 Qlosses

223
Net work output 5792 Qin−Qout

5792
Overall performance

Net work output 5792
Fuel heat �LHV� 11 457
NET EFFICIENCY, % 50.55

Fig. 11 Reference case: thermodynamic cycle „referred to the
unitary mass of steam…

Fig. 12 H2/O2 cycle performance „TIT=1500°C…
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4 H2/O2 Cycles: Further Improvements
(Futurist TITs)

From the previous paragraph it is clear that, when we study the
H2/O2 cycles with very high TITs, the cycle scheme proposals
must change in order to take advantage of the strong increase of
the maximum cycle temperature.

As stated above, it is necessary to investigate expanding the
working fluid up to pressures lower than the atmospheric one. In
order to realize such situation, two facts must occur

• the working fluid must be really composed mainly of H2O
�with a minimum excess oxygen�;

• at the HRSG exit, the thermodynamic state of the working
fluid �pressure and temperature� must guarantee a “good”
expansion in the low pressure turbine �LPT�.

Obviously, the expansion to a pressure lower than the atmospheric
one can be considered only after the regenerative steam produc-
tion, that is, at the HRSG exit; if we lowered the final pressure in
the MPT, there would be many problems: for example, the final
point of the expansion in the superheated field and, above all, the
impossibility of a regenerative steam production owing to a too
low temperature of the working fluid at the MPT discharge.

About the first fact, we must do the following considerations: it
is well known that, in a conventional steam cycle power plant, the
turbine back pressure limits the net efficiency. The minimum back
pressure is dependent on the hotwell temperature which princi-
pally depends on condenser cooling water inlet temperature. Ex-
cess turbine back pressure is defined as a pressure increase above
the temperature dependent hotwell water vapor pressure. This ex-
cess back pressure can be provoked by various causes and one of
these is air in leak into the condenser. Therefore, adopting a fixed
final partial pressure of the steam �depending on the inlet tempera-
ture of the condenser cooling water�, the final total pressure of the
expansion �that is, the turbine back pressure� depends on the in-
condensable amount in the steam �19�. Hence the incondensable
gas fraction is very important: in fact, the total final back pressure
greatly increases when there is a large amount of incondensable
gas in the steam flow. When the gas fraction is high, a low pres-
sure expansion becomes impossible, especially if the initial pres-
sure of the expansion is the atmospheric pressure �as in this case�.

Moreover, the specific work decreases greatly when the incon-
densable fraction increases because the steam expansion and the
steam specific work are fixed, but the steam fraction decreases;
simultaneously, even if the gas fraction increases, the specific gas
work decreases because of the higher final pressure of the expan-
sion.

About the second fact, instead, it is clear that the working fluid
state, at the HRSG exit, must be suitable for a further expansion.
Since it is not advantageous to interrupt the MPT expansion, the
working fluid pressure will be at one atmosphere pressure. The
comment about the temperature is more complex. The steam flow
temperature would have to be high but in this case less thermal
flow can be profitably used in the HRSG: in other words, in order
to have a higher temperature at the HRSG exit, less steam will be
produced regeneratively. But this condition must always guarantee
achieving the top temperature in the second combustion chamber
with a minimum oxygen excess. In this case there will not be
water separation in the last HRSG section �SEP�; there will be
another turbine, low pressure turbine �LPT�, and a “conventional”
condenser where all the steam will condense. Then, part of the
water is sent into the HRSG and part is discharged into environ-
ment. So the reference scheme, here investigated, is depicted in
Fig. 14.

In Fig. 15, it is possible to see the steam mass flow rate, in-
jected in the first combustion chamber, and the oxygen fraction at
the power plant discharge as function of the high pressure expan-
sion ratio, for various full compression ratios and for a TIT of
1350°C when the temperature, at the section 8, is not lower than
200°C. In this graph, it is possible to note that, when the top
temperature is 1350°C, the final oxygen fraction is too high in all
the range of �HPT and for all three full compression ratios: by
adopting a top temperature of 1350°C, these H2/O2 cycles cannot
sustain themselves. In fact, all the useful thermal flow, at the MPT
discharge, would have to be utilized in the regenerative steam
production; interrupting the heat exchange limits the steam pro-
duction and thus more oxygen is necessary in the combustion
chamber in order to satisfy the thermal balance.

Moreover, in this case, the high gas fraction in the steam flow
prevents the last expansion in the LPT. In conclusion, when TIT

Fig. 13 H2/O2 cycle performance „TIT=1700°C…

Fig. 14 H2/O2 cycle scheme: new reference case
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=1350°C, the only possible H2/O2 cycle scheme is that depicted
in Fig. 7. Moreover, by adopting a full compression ratio of 30,
the attainable performance is reported in Fig. 10 and listed in
Table 1.

But also in this case, it is interesting to analyze the same work-
ing parameters, when the top temperatures are higher. In Figs. 16
and 17 it is possible to see the steam flow rate, injected in the first
combustion chamber, and the oxygen fraction at the power plant
discharge as function of the high pressure expansion ratio, for
various full compression ratios and for a TIT of 1500 and
1700°C, respectively.

In these two graphs, there is an important fact which must be
taken into consideration: for high TITs, there is a large range of
�HPT where the minimum oxygen excess is reached. Over the first

�HPT, which permits to reach the minimum oxygen excess, in the
second combustion chamber the maximum temperature starts de-
creasing. For this reason it is clear that the scheme layout of Fig.
13 can be proposed only by adopting top temperatures that are
very high.

In these two graphs �Figs. 16 and 17� the results are meaningful
only when the minimum oxygen excess is reached: for a TIT
=1500°C, the maximum net efficiency attains the values of
58.1% when �=30, 59.2% when �=50, and finally 59.7% when
�=70. These increases are again very limited, while the increase
of the maximum pressure of the cycle involves the hydrogen com-
pression until this maximum pressure. By increasing the TIT fur-
ther, the results are the following: for a TIT=1700°C, the maxi-
mum net efficiency attains the values of 61.6% when �=30, about
62.1% when �=50 and finally 62.5% when �=70.

Even if we have great doubts about these numerical assump-
tions, especially regarding a so high turbine inlet temperature
�1700°C�, it is possible to analyze the Fig. 18, where there is the
cycle scheme with the material and energy balances; in Table 2,
the most important performance parameters are listed. In this case
futuristic working parameters are adopted: �=70 and TIT
=1700°C!

Moreover, also in this case, it is interesting to see Fig. 19 where
this cycle representation in the T-s diagram is shown, with refer-
ence to the unitary mass of steam. By considering the energy
required for oxygen production, the net efficiency becomes only
56.2%. Finally, if hydrogen is produced by coal or natural gas
�steam methane reforming� decarbonization, the net efficiency be-
comes very poor: about 34.8% and 26.1%, respectively �18�.

In conclusion, we must admit that, by adopting realistic as-
sumptions, the potentialities of H2/O2 cycle are very limited. With
TIT=1350°C, the net efficiency attains a value of about 50–52%,
which depends on the full compression ratio. On the other hand,
by adopting futurist assumptions, the H2/O2 cycles, with a LPT,
become more interesting; with TIT=1700°C, the net efficiency
attains a value of about 61–62.6%, which depends on the full
compression ratio. In this last case the performances are remark-
able, but these cycles involve several technological problems
which must be taken into account, tackled and properly solved.
Finally, it is important to underline that, in all these calculations,
oxygen and hydrogen are considered as gases available at the

Fig. 15 New H2/O2 cycle performance „TIT=1350°C…

Fig. 16 New H2/O2 cycle performance „TIT=1500°C…

Fig. 17 New H2/O2 cycle performance „TIT=1700°C…
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ambient conditions, without any energy requirements.
In this context, it is important to remember that hydrogen-

fueled combined cycles can attain very high efficiency �over
56%�, by neglecting the hydrogen production energy requirements
and by adopting the proven and consolidated values for the maxi-
mum cycle parameters �for example, a top temperature of about
1350°C�. And it is well known that combined cycles are a tech-
nological reality compared with these H2/O2 cycles. Therefore,
this paper has wanted to underline the great limits of the H2/O2
cycles: in other words, these cycles would have to be studied
deeply, by understanding and solving the numerous technological
problems, related to the use of oxygen and hydrogen. But prob-
ably, the expected performance, here evaluated, does not justify
the enormous R&D investments that this research would have to
involve, because other proven technologies, such as combined
cycles, can attain similar efficiency levels, by adopting advanced
maximum cycle parameters.

A last consideration concerns the economic aspect: authors
think that a cost evaluation of the H2/O2 cycles can be performed
only if the expected performance could really be attained. If the
technological levels will allow reaching the cycle parameters,

adopted in these calculations, the expected performance will have
to be verified and then the economic potentialities of the H2/O2
cycle could be investigated.

5 Conclusions
In this paper, two possible H2/O2 cycle schemes are presented

and analyzed. These cycles are the results of the modifications of
the conventional thermodynamic cycles �based on steam turbine
technology and gas turbine technology� in order to take into ac-
count the effects correlated to a change in oxidizer �oxygen in-
stead of air� and fuel �hydrogen instead of fossil fuel�.

A parametric analysis is performed in order to evaluate the
influence of the main working parameters on the overall perfor-
mance of these two H2/O2 cycle typologies.

The first cycle proposal is substantially a reheat gas turbine
with steam injection in the first combustion chamber. The steam is
produced regeneratively and the working fluid, composed mainly
of H2O, is discharged into the environment at atmospheric pres-
sure. This cycle sustains itself by adopting a top temperature of
1350°C. In this case, the maximum efficiency attains the value of
about 50% and the quantity of produced steam is 2.42 kg per kg
of oxygen at the compressor inlet. Increasing the full compression
ratio, the maximum net efficiency increases slightly, while the
energy requirement for the hydrogen compression becomes very
high. The low efficiency depends on the cycle configuration: in
fact, the heat associated with the condensation of all steam at the
atmospheric pressure, involves a large loss.

The second cycle proposal is an evolution of the previous one;
in fact, for high TITs, there is a large range of �HPT where the
minimum oxygen excess is reached, for each �. So, it is possible
to modify the thermodynamic cycles and the plant layout: since
the working fluid is primarily composed of steam, it is possible to
perform a further expansion, after the HRSG, up to pressures,
typical of the conventional steam cycle power plants. This cycle
sustains itself only by adopting a top temperature of 1500°C or
over. Even if we have great doubts about these numerical assump-
tions, especially regarding a so high turbine inlet temperature, a
possible scheme is presented and it attains an efficiency value of
62.6% when �=70 and TIT=1700°C!

In conclusion, by adopting realistic assumptions, the potentiali-
ties of H2/O2 cycle are very limited, while, by adopting futurist
assumptions, the H2/O2 cycles, with a LPT, become more inter-

Fig. 18 New reference case: material and energetic balances

Table 2 New reference case: performance parameters

Power plant
work balance �kJ/kg�

Power plant
heat balance �kJ/kg�

WST
631 QO2

263
WHPT

4444 Qfuel
391

WIPT
4089 Qfuel �HHV� 16,718

WLPT
1319 Qout

162
Wfuel

841 QCOND
7347

WO2
561 Qintercooling

695
Waux

100 Qlosses
322

Net work output 8846 Qin−Qout
8846

Overall performance
Net work output 8846
Fuel heat �LHV� 14,140
NET EFFICIENCY, % 62.56

Fig. 19 New reference case: thermodynamic cycle „referred to
the unitary mass of steam…
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esting. But, in all these considerations we cannot forget that these
cycles involve several technological problems which must be
taken into account, tackled and properly solved.

Nomenclature
� � pressure ratio
� � efficiency
h � enthalpy �kJ/kg�
m � mass flow rate specific to oxidant flow rate

�kg/kg�
p � pressure �bar�
T � temperature �°C�

W � specific work �kJ/kg�

Subscripts
HP � high pressure
LP � low pressure

MP � medium pressure

Acronyms
3L+RH � three pressure levels and reheat

AMC � Advanced mixed cycle
C � compressor
cc � combustion chamber

GT � gas turbine
HHV � high heating value
HPT � high pressure turbine

HRSG � heat recovery steam generator
HRSG � heat recovery steam generator
ICSC � internal combustion steam cycle
LHV � low heating value
LPT � low pressure turbine

MPT � medium pressure turbine
SC � steam cycle

SEP � separator
SGT � saturated gas turbine

ST � steam turbine
TIT � turbine inlet temperature

Appendix: Numerical Assumptions
The results of the performed investigations have been attained

by employing a proper numerical model and by numerical as-
sumptions. The numerical model has been developed by the au-

thors and it is based on calculation procedures for conventional
components �turbines, compressors, pumps, heat exchangers, etc.�
and for an unconventional component.

In this section we like to point out some numerical assump-
tions, listed in Table 3.

Obviously the main numerical assumptions for the calculations
regard the TIT and the polytropic efficiency of the gas turbines.

In our previous works, we assumed an uncooled expansion in
the turbine with a reduced value of polytropic efficiency to take
into account the losses related to the blade coolings. This was
fully in agreement with other calculation models �20� and the
results are very close to those related to cooled stage calculations
and with manufacturer’s data. In particular, with reference to an
advanced combined cycle �reheat, three pressure steam cycle�
based on GE Frame 9FA, the model has provided results in full
agreement with literature �11� and GE data �21�. For example,
regarding reheat gas turbines �as GT26 of ABB�, the comparison
between ABB data �number reference� and the results of the nu-
merical model confirmed the reliability of the above assumptions.

In this work, very high values of the maximum temperature are
adopted �until 1700°C�. In this case it is not possible to compare
our results with any manufacturer’s data, because they do not
exist! It could also be possible to think about different cooling
system options: for example closed-loop steam cooling or the use
of advanced materials and coating, developed for these conditions.
For this reason in this work, which wants to underline the poten-
tialities as well as the limits of H2/O2 cycles, we have adopted our
previous numerical assumptions and calculation procedures. If
these hypotheses are much too optimistic, the expected perfor-
mance of such power plants could be lower, and all the techno-
logical problems, related to these cycles, will have to be properly
solved.
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Modeling and Validation of the
Thermal Effects on Gas Turbine
Transients
Secondary effects, such as heat transfer from fluid to engine structure and the resulting
changes in tip and seal clearances affect component performance and stability. A tip
clearance model to be used in transient synthesis codes has been developed. The tip
clearance model is derived as a state space structure. The model parameters have been
identified from thermomechanical finite element models. The model calculates symmetric
rotor tip clearance changes in the turbomachinery and symmetric seal clearance changes
in the secondary air system for engine transients within the entire flight envelope. The
resulting changes in efficiency, capacity, and cooling airflows are fed into the perfor-
mance program. Corrections for tip clearance changes on the component characteristics
are derived from rig tests. The effect of seal clearance changes on the secondary air
system is derived using sophisticated air system models. The clearance model is validated
against FE thermomechanical models. The modeling method of modifying the component
characteristics is verified comparing engine simulation and test data, which show good
agreement. Based on a representative transient maneuver typical transient overshoots in
fuel flow and turbine gas temperature and changes in component stability margins can be
shown. With the use of this model in the performance synthesis the transient engine
performance can be predicted more accurate than currently in the engine development
program. �DOI: 10.1115/1.1850495�

Introduction

For aircraft certification an engine has to demonstrate that the
certified thrust level is achieved at any time without exceeding
any operating limits and that power transients are free from dan-
gerous instabilities, such as compressor surge. Based on test ex-
perience it can be shown that compressor stability and engine
operating limits are strongly affected by thermal dynamic effects
in the engine and it requires costly testing to establish the effects
of such thermal processes on engine performance.

Modern aeroengines are designed for high overall efficiency to
achieve low operating costs at reduced emissions. Improved over-
all efficiency, however, is reached primarily with increased cycle
temperatures and pressure ratios, hence a large amount of heat is
exchanged between fluid flows and engine structures. Therefore
thermal dynamic processes in the components gain significance
and they need to be taken into account to obtain sufficiently high
accuracy in performance synthesis calculations. Especially the
transient behavior of gas turbine engines, which is known much
less exactly compared to the steady-state behavior, could be im-
proved if the transient synthesis models were more precise. Ex-
tensive engine testing could be reduced if the detrimental effects
of heat soakage and clearance changes are known in the engine
development.

This paper presents the method of an extension of a nonlinear
aerothermodynamic synthesis model of an advanced technology
mixed flow turbofan engine to consider the effects of engine ther-
mal dynamics onto component performance and stability margins.
Furthermore the model applicability and validity is shown based
on the agreement between simulation and test data for a typical
transient engine maneuver.

Performance Synthesis Models
Modern performance modeling tools, such as the Rolls-Royce

Aeroengine Performance Program �RRAP� for the BR700 engine
family, are modularly structured, with the engine being synthe-
sized component-wise in the computational domain. The gas tur-
bine is split into several components, for example, inlet, compres-
sor, combustor, turbine, bypass duct, and nozzle. The engine
performance is synthesized based on the data of its components.
The calculation is carried out along the flow path through the
engine, applying the laws of conservation of mass and energy. The
thermodynamic component behavior is represented with compo-
nent characteristics as tabulated datasets describing the correla-
tions between the component parameters. Such characteristics al-
low the inclusion of complex component behavior at acceptable
computation times. Data obtained from experiments can be used.
The component characteristics are described with similarity pa-
rameters; thus they are valid for various engine operating condi-
tions and for structures of similar geometry. To cater to different
flight conditions, additional influence parameters, such as Rey-
nolds number corrections, are applied. For transient modeling, the
program considers the heat transfer between the gas and the metal,
the shaft dynamics, and the gasdynamics. Furthermore, an im-
provement of engine modeling can be achieved by considering
transient tip clearance changes and their effect on the component
characteristics. Examples of such approaches are described in
�1–3�.

Tip Clearance Modeling Methodology
For an enhanced performance program a simulation model is

needed, which produces representative results for typical worst
engine maneuvers, such as cold stabilization or Bodie transients
�reslams� while consuming an acceptable computation time. There
are basically two ways for setting up such a tip clearance simula-
tion model:

• use of replacement structure
• use of a state space model
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The use of replacement structures serving as substitutes for the
real engine structures are up to now a common technique to in-
clude tip clearance changes into performance models; examples
are given in �2� and �3�. The major disadvantages of this method
are the complexity of the models and the need for iterative calcu-
lations. Due to the simplification of the structural shape of the
components, a calibration of the model to an accurate thermome-
chanical FE model cannot be avoided.

This paper describes a novel approach using a state space
model. The integral approach allows predicting clearance varia-
tion without describing the local heat transfer and conduction phe-
nomena in detail while matching the techniques usually applied in
aerothermodynamic models. A state space model approach has
already been used in �4� for steady state and transient heat flow
calculation in performance synthesis models. In �5� such an ap-
proach was used successfully as well for the prediction of tem-
peratures and tensions in critical parts of component structures
within a gas turbine life monitoring system. The model parameters
for the state space model application are derived from the FE
models set up with a code developed by Rolls-Royce plc. FE
models for each engine component are created using this code.
For the calculation of the aeroengine component temperatures,
stresses, and displacements, these models are used exclusively.
Although the FE models allow calculating accurate data for a
large variety of flight and operating conditions, their computation
time is high. Therefore, such models are currently not linked di-
rectly into the performance synthesis model especially not for
transient purposes.

State Space and Derived Model Architecture
Dynamic systems are represented by differential equations. In

state space, all differential equations are transformed to a set of
first-order differential equations by linearization. A linear state
space is represented by two vector equations:

ẋ�A•x�B•u
(1)

y�C•x�D•u

The relationship between the inputs u and the outputs y is de-
fined via the state vector x. The state vector x characterizes inde-
pendent energy storages. The variables x, y, and u describe offsets
to a steady state operation point. For practical reasons Eq. �1� is
transformed by introducing the G �Gain� matrix (Gª•A�1

•B):

ẋ�A•�x�G•u �
(2)

y�C•x�D•u

The steady state values of the state vector x can be computed by
multiplying the G matrix with the input vector u. Figure 1 shows
a graphical representation of Eq. �2�. The A, G, C, and D matrices
of the linear model consist of the partial derivatives of the non-
linear system at a given operating condition. The linear model
represents the nonlinear system in the surrounding of this opera-
tion condition. A nonlinear system can be characterized through-

out its operating envelope by linearizing the nonlinear model
piecewise along its operating lines. For a given operating condi-
tion the partial derivatives are interpolated.

The absolute values of inputs U, states X, and outputs Y of a
nonlinear system are typically nonzero at steady state operating
conditions. Assuming an unequivocal relationship X� f (U) be-
tween inputs U and states X, the steady state operating point
X0(U) of the state is obtained by integrating the partial derivative
G��x/�u with respect to the input U:

X0�U ���
Uref

U

G du�G int�U � (3)

The integration of the partial derivatives �y /�x and �y /�u of the
C and D matrices, respectively, makes it possible to calculate the
absolute value of output Y from absolute value of inputs U and
states X:

C int�X ���
Xref

X

C dx

(4)

D int�U ���
Uref

U

D du

Figure 2 shows a block diagram of the resulting quasi-non-linear
model. There are two G matrices in the model. One is the partial
derivative matrix used to determine the dynamic behavior for in-
put perturbations. The other one is the integrated G matrix, which
is used to determine a steady state value U0 of the input U from
the values of the states X �via a reverse look-up�.

System Analysis
An analytical–empirical analysis of the system was carried out.

A system schematic is given in Fig. 3, for the example of a HP
turbine rotor. The outputs of the system are the radial positions r
of points from which the tip clearances of a stage can be calcu-
lated, i.e., the rotor tip radius rr and facing casing position rc .
The inputs of the system are the gas temperature Tg , the tempera-
ture of the cooling flows Tcf , and the rotational speed �. The
radial displacements result from the thermal growth, and the act-
ing pressure and centrifugal forces.

The thermal growth of the rotor and the casing are depending
on the temperature distribution in the structure. The heat transfer
finally is a function of the driving temperature difference between
the gas and the structure and the acting heat transfer coefficient �.
The pressure forces have a relative small influence on the result-
ing displacements and are therefore disregarded. Displacements
due to centrifugal forces result from the design, the choice of
material, and the rotational speed � of the rotor. The magnitude of
radial displacements resulting from centrifugal forces is generally
smaller than those resulting from thermal growth and displace-
ments. The theoretical knowledge of the physical laws for heat
transfer and heat conduction as well as for the displacements re-
sulting from mechanical and thermal stress is now built into the
mathematical model defined in Eq. �5� giving the state space
model for radial displacements of the HP turbine:

Fig. 1 Graphical representation of a state space system using
a G matrix

Fig. 2 Quasi-non-linear state space model using integrated D,
G, and C matrices
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Ṫm�A���•Tm�B•� Tg

TCF
�

(5)
r�C�Tm�•Tm�D�Tm�•�

Identification of Model Parameters
The dynamics of the casing, disk, and blading was linearized

separately and stagewise for the HPC and HPT. The linearization
was carried out at ten points equally distributed between low idle
and max power to ensure that the nonlinearities of the system
were captured sufficiently accurate. The Matlab system identifica-
tion toolbox was used to identify the parameters of the model
architecture defined in Eq. �5�.

For the generation of a quasi-non-linear state space model the
following calculations were performed:

• the C int matrix was calculated by integrating the C matrix
with respect to the state Tm ,

• the D int matrix was calculated by integrating the D matrix
with respect to shaft speed �,

• the G matrix was calculated according to Eq. �3� and sched-
uled to Tm ,

• the G int matrix was calculated by integrating the G matrix
with respect to the input Tg �in case of the turbine as well
with respect to Tcf) and scheduled to Tm ,

• the A matrix was scheduled to the heat transfer coefficient �

The inputs to the system are shaft speed and the mean values of
the component gas temperature, and in the case of the turbine,
additionally the cooling air temperature. The states are represen-
tative temperatures of the rotor, blading, and casing corresponding
to the stored heat in each part �a positive derivative of time of the
representative temperatures stands for heat flux from the gas into
the structure�. The radial displacements �output� are computed
from the thermal growth C int(Tm) and the effect of the centrifugal
forces D int(�). Scheduling the G matrix to the thermal state Tm
has advantages in transients and is physically correct for an un-
equivocal relationship between Tg and Tm . If there is a step in the
engine power setting, the G matrix changes along the steady state
characteristics. This represents real component behavior, while the
G �Gain� matrix may change with the thermal state. Scheduling
the A �dynamic� matrix to the acting heat transfer coefficient �
accounts for the fact that it is this coefficient that defines the

dynamic of the heat exchange between the structure and gas. The
acting heat transfer coefficient is calculated within the perfor-
mance program via a Nusselt correlation from mean values of
component gas temperature and gas mass flow.

In Fig. 4 it is shown for slam acceleration from low idle to max
power that the prediction of the radial displacements rd of the
quasi-non-linear model is close to the FE model output with a
maximum transient error of less than 0.05 mm and no steady state
offsets.

Tip Clearance Changes During Transient Maneuvers
The tip clearance variations for the HPC and the HPT are pre-

dicted for a cold stabilization maneuver. This is the most serious
condition for both the engine and its controller regarding heat
transfer and tip clearance changes. A cold soaked engine is fast
accelerated to take-off power after a minimum stabilization time
at low power conditions with the gas temperatures rising very
quickly. The engine is kept at maximum power to provide the
thrust for aircraft take-off. During this time the components ther-
mally stabilize. During this stabilization period the tip clearances
vary caused by different thermal growth of rotor and casing. The
casing of the compressor grows relatively rapidly following the
accel; the rotor disks, being more massive, tend to take longer to
heat up, and hence a period of increased tip clearance occurs,
providing the maximum deterioration of component performance
and stability. The time-dependent tip clearances are predicted us-
ing the tip clearance model, where the change in tip clearance is
given according to Eq. �6�

�s��sTr�sNom�NH (6)

The clearance changes for each stage of the HPT and the HPC
are predicted for a cold stabilization maneuver, as illustrated in
Fig. 5, exemplified for the turbine rotor stages. The effect of tip
clearance variation is translated into a change in efficiency and
capacity. For the HP turbine the clearance effect on component
characteristics of both stages are evaluated for each stage sepa-
rately and then added up to single delta in efficiency and a single
factor for capacity.

The compressor modeling for the BR700 engines does not al-
low the accounting of tip clearance changes for all stages sepa-
rately, thus the compressor tip clearance is defined as a root mean
square �rms� of the delta tip clearance of each stage according to
Eq. �7�.

rms��s/h ���	�s/h �2

n *100% (7)

The resulting rms tip clearance change during the cold stabili-
zation maneuver is shown in Fig. 6. Based on this single repre-

Fig. 3 Geometry and tip clearance definition

Fig. 4 Predicted HPC rotor 10 displacements and FE model
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sentative tip clearance change, the effects on HPC efficiency and
capacity are derived and implemented into the synthesis model.
For the slam acceleration the predicted displacements based on
the quasi-non-linear model show a maximum transient error of
less than 0.04% in rms�(s/h) that would be equivalent to a maxi-
mum error in the performance correction of 0.03% in �
.

Effects of Clearance Changes on Component Param-
eters

Secondary effects, such as shaft dynamics, heat transfer, and the
resulting changes in tip and seal clearance geometry, cause
changes in component performance characteristics and thus influ-
ence the thermodynamic cycle. The effect of shaft inertias is im-
portant during the acceleration maneuver and will be considered
in the transient engine synthesis model. Both the inertia effects
combined with thermal effects influence engine performance.
However, the latter mentioned effects play the major role during
the thermal stabilization period. Extensive testing is required to
establish the effects of thermal component dynamics. Figure 7
illustrates the main locations in a modern aeroengine, where such
processes occur. Heat flows between gas and structure can ad-
versely affect compressor performance. During fast accelerations
heat soakage effects are caused by an axial stage mismatch in the
rear stages of a multistage compression system. The compressor
characteristic is moved to higher working lines at the front stages
and a reduced stability line at the rear stages. Increased tip clear-
ances have strong detrimental effects on component efficiency but

will also change capacity. Increased seal clearances cause in-
creased internal airflows, which affect primarily the efficiency of
the cooled turbines.

Effect of Tip Clearance Changes. In the region of the blade
tips, a certain part of the main fluid flow is expanding within the
compressor and turbine tip clearances without participating in the
work exchange in the blade rows. These tip leakage flows need to
be considered as loss, since they do not contribute to the work
exchanged in the turbomachines. Therefore, increased tip clear-
ances result in an overall component efficiency loss. The interfer-
ence of leakage flow and main fluid flow causes an additional loss
when most of the kinetic energy of the leakage flow is dissipated.
To account for above-mentioned effects, the component isentropic
efficiency of the HP compressor and HP turbine will be corrected.

Leakage flows also affect component capacity. For compressors
the capacity will be reduced for increased tip clearances since the
direction of the leakage flow at the blade tips is in an opposite
direction to the main fluid flow through the blade rows. The situ-
ation is different in the turbines, where the direction of the leakage
flow and the main fluid flow is the same; thus an increase of
turbine capacity can occur. The increase in tip clearance, however,
also causes a slightly higher pressure drop across the upstream
NGV with a corresponding increase in the NGV throat area and
hence an increase in component capacity. There will be a specific
turbine work loss if the tip clearances increase, but these changes
are already met with the change in efficiency.

For multistage compressors the reduced efficiency at a given
flow condition increases the pressure ratio resulting in a rise of the
component working line level. The increased turbulences caused
by the tip leakage flows affect the aerodynamic entry conditions
resulting in flow distortion. Additionally, the mismatch between
front and rear stages during transient heat transfer reduces the
component stability.

The less efficient HP turbine running at a higher tip clearance
does also affect the performance of the downstream LP turbine.
Previous investigations on cold stabilization maneuvers suggested
a reduction in LP turbine capacity due to the spoiling effects of the
less efficient HP turbine. The increased tip clearances in the HP
turbine result in a significant drop of efficiency connected with
increased tip region flows. The swirl out of the HP turbine will be
increased and thus will deteriorate the aerodynamic condition at
the LP turbine inlet resulting in a change of effective flow area at
the LPT NGV1 and hence affecting the LPT capacity �6�.

Effect of Seal Clearance Changes. Seal clearances change
during transient maneuvers. Consequently, secondary flows in the
HP turbine may change due to an increased flow area through the
sealing and different boundary conditions of the airflows. Cooling
flow changes have the following effects:

Fig. 5 Stagewise tip clearance changes HPT rotors

Fig. 6 Averaged tip clearance change HPC rotors

Fig. 7 Secondary processes and their effects in gas turbines
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• Direct loss of turbine work due to the reduction in turbine
mass flow

• Direct loss of turbine enthalpy due to mixing of cooling flow
and main flow at the blade tips

• Loss due to pumping work of turbine blades on the cooling
air as it passes radially outwards through cooling passages

The first effect is modeled in the BR700 synthesis deck. Ad-
justing the cooling flow fraction based on the variations in seal
clearances cause a direct loss of turbine work due to a reduction in
the turbine mass flow. The latter mentioned losses are not modeled
so far. They can be taken into account using a reduced value of
turbine efficiency additionally fed into the engine model.

Synthesis Model Correction for Clearance Effects
The BR700 performance model features adaptation factors that

allow a correction of flow and efficiency for tip clearance varia-
tions. The flow of calculation for a nonadiabatic cycle matching,
considering heat soakage and tip clearance changes are illustrated
in Fig. 8 as an example for the HP turbine module. Turbine effi-
ciency and capacity are looked up from the characteristics. Exit
parameters are calculated using the entry conditions from the up-

stream components and given heat transfer parameters to calculate
the heat flow between the gas and the turbine structure and to
adjust the exit gas temperature. With the predicted metal tempera-
tures from the heat soakage brick, tip clearances are obtained from
the turbine structure displacements. To correct the effect on com-
ponent capacity, a factor is used. Efficiency changes are consid-
ered calculating the efficiency loss, which is then applied using an
efficiency delta. Both correction parameters are derived based on
the change in blade tip clearance between the transient clearance
and the nominal clearance at the according steady state conditions
�Eq. �6��. With the adjusted efficiency the turbine exit pressure can
also be adjusted to intercooling/interheating effects. The resultant
modified capacity is matched to the capacity calculated for the
upstream processes.

The factors and deltas for capacity and efficiency are derived
using experimental exchange rates for the HPC and the HPT �see
Table 1�. An additional exchange rate for the change in the HPC
surge pressure ratio is given. Such exchange rates are obtained
from rig testing, where different tip clearance standards are tested.
For the ten-stage HPC of the BR700 engine efficiency and capac-
ity are corrected via a linear exchange rate given as a single num-
ber for all stages based on a representative averaged tip clearance

Fig. 8 Flow of nonadiabatic cycle matching

Table 1 Exchange rates to be used for simulation

Component Clearance change

Penalty

Efficiency Flow Surge margin

HPC �1%�RMS(s/h) �0.8%�
 wrtp

wrtpdesign
� f „�rms�s/h �…

�6.2%�SM

HPT �1 mm �s Rotor 1: Rotor 1:

�1.75%�
 �0.52%�wrtp

Rotor 2: Rotor 2: ¯

�1.52%�
 �0.52%�wrtp

HPT cooling flows
�1%

mCF

mHPTNGV

Post throat:

�0.1045%�


Post rotor: ¯ ¯

�0.149%� 

LPT �1 mm �sHPT ¯ �0.75%�wrtp ¯
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change according to Eq. �7�. For the two HPT stages, the ex-
change rates for each rotor have been given since the HPT stage 1
is designed with a shrouded rotor, whereas the HPT stage 2 blades
are unshrouded. The detrimental effect of the changes in the in-
ternal air system are incorporated in the engine deck based on a
recalculated cooling flow input that is derived with a one-
dimensional network model of the internal air system. Changed
turbine cooling flows are considered individually in the synthesis
model and can be changed during a transient simulation. Indirect
losses, such as losses due to mixing and pumping work, are re-
flected using further correction deltas on the turbine efficiency
derived from �7� for the BR710 HP turbine. All experimentally
based exchange rates used for the simulation of the cold stabili-
zation maneuver are summarized in Table 1.

Method Validation Based on a BR710 Cold Stabilization
Maneuver

Modern aeroengines are controlled via FADEC and are de-
signed to provide a constant certified take-off thrust level. The
effects of transient heat transfer and clearance changes therefore
are compensated, asking for a higher fuel flow at higher process
temperatures and reduced stability margins. Based on the over-
shoot of, for example, the turbine gas temperature �TGT� and fuel
flow, the effects of clearance changes can be identified. The flow
chart �Fig. 9� presents the process to be passed for the validation
of predicted parameters against measured engine data.

The prediction of clearances and the simulation of their effects
have been applied onto the performance models, including the
following thermodynamic changes:

• Change of HPC efficiency and capacity due to increased HPC
rotor tip clearances

• Change of HPT efficiency and capacity due to change in HPT
rotor tip clearances

• Change of HPT cooling flows due to change in HPT seal
clearances

• Change of HPT efficiency due to increased cooling flows at
increased seal clearances

• Change of LPT capacity due to increased entry swirl at in-
creased HPT rotor tip clearances

Figures 10–13 compare the simulation results to the data mea-
sured during a cold stabilization maneuver on a BR710 engine.
The calculated TGT overshoot of 2.6% lines up very well with the
measured overshoot of 2.4%. The most significant changes are
caused by the changes in the characteristics and primarily given
by the reduced efficiencies at higher blade tip clearances for both
the HPC and the HPT. More than 75% of the overshoot in TGT
can be related to the changes in the tip clearances in the turbocom-
ponents. The effects of increased seal clearances are responsible
for 12% of the entire overshoot and also the reduction of the LPT
capacity, predicted to share 8% in TGT overshoot, play a minor
role.

The maximum TGT during the test is achieved after 55 s into
the stabilization period, which is slower than for the predicted
maximum overshoot at 30 s after power set. Simulating the effects
for the single components separately, it is shown that the dynamic

Fig. 9 Validation process

Fig. 10 Simulated and measured TGT overshoot
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behavior of the HP turbine clearance model agrees with the mea-
sured results. However, the HP compressor model predicts the
dynamic behavior too fast.

Since the thermal behavior of front and rear stages of the HP
compressor is different, the maximum tip clearances for the single
stages occur at different times. The front stages of the HPC show
a slower time response than the rear stages and interstage re-
matching effects between these stages cannot be predicted based
on an averaged representative component tip clearance.

A comparison of the measured overshoot in fuel flow relative to
the simulated overshoot shows good agreement �Fig. 11�. The
simulation predicts an overfueling of 9.7% at maximum clearance
changes, which is close to the measured overshoot of 9.8%. Simu-
lating the heat soakage and tip clearance effects separately allows
the quantification of their proportion on the fuel flow overshoot.
This analysis shows that most of the overshoot is caused by the
heat soakage during the acceleration and the subsequent thermal
stabilization period.

The simulated overfueling due to tip clearance effects is much
smaller. More than 75% of the demanded fuel flow overshoot is
used to heat up the engine parts and it takes several minutes to

stabilize on the steady state fuel flow. The total amount of over-
fueling at top of accel is distributed to the following secondary
effects �see Table 2�.

The simulated surge margin change during a simulated take-off
maneuver is obtained from a calculated surge pressure ratio that
includes the detrimental effects of the tip clearance change and
related to the nominal steady state surge line given by the model.
The deficiencies in the surge pressure ratio are derived using an
experimental exchange rate �Table 1�. The surge margin is defined
according to Eq. �8�,

SMtip clearances�
�surge, tip clearances��working line

�working line
•100% (8)

The measured surge margin is based on fuel spiking tests at
maximum take-off power conditions, where the engine is driven
into surge after various stabilization times. Figure 12 shows the
observed loss of the HP compressor surge margin during the ther-
mal stabilization period compared to the predicted numbers. The
data have been referred to the steady state surge margin at maxi-
mum power conditions. Although the predicted minimum surge

Fig. 11 Simulated and measured fuel flow overshoot

Fig. 12 Predicted and measured surge margin change
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margin is 0.4% lower than the tested minimum, the simulated
points match the test results very well. The minimum surge mar-
gin is shown at 15 s after maximum power has been set, which
agrees with the measured minimum at the same time. This is a
unfortunate timing since the critical surge margin occurs close to
the time of aircraft rotation. Thus, a sufficient surge margin is to
be provided to ensure safe and reliable engine operation.

During the stabilization period on the BR710 engine, the time
variation of the HP turbine pressure ratio showed a significant
drop on the pressure ratio prior to approaching the steady state
level. As a means to validate the assumptions made in the clear-
ance model for the turbine the HPT pressure ratio loss is analyzed
for the cold stabilization simulation and compared to the test data.
The pressure ratio bucket can be explained by the following aero-
dynamic changes in the flow path of the turbine blade rows:

• increase in HPT capacity
• reduction of LPT capacity
• increase of HPT cooling flow

Increased blade tip clearances will cause a slightly higher pres-
sure ratio over the upstream NGV with a corresponding increase
in throat area giving a higher turbine capacity. The LP turbine
capacity is reduced, dominated by the increased exit swirl out of
the HP turbine at increased tip region flows. A slight increase in
cooling airflows in the HP turbine is assumed based on the ther-
momechanical prediction for the affected seal clearance changes.
Since the turbine pressure ratio is only a weak function of turbine
efficiency, such losses will not be primarily indicated in the pres-
sure ratio change. The comparison of HP turbine pressure ratio
variation with time is illustrated in Fig. 13. The bucket loss lines
up well and the simulated 0.9% is very close to the tested result of
1.1%. The time behavior for the predicted pressure ratio shows
good agreement compared to the measured pressure ratio, achiev-

ing the minimum at the same time after the engine achieved maxi-
mum thrust conditions. The effects taking place in the HP turbine
therefore can be predicted adequately.

Future Work Potential
The simulations of the secondary effects presented in this paper

are derived using averaged tip clearance changes for multistage
components. Improvements can be achieved using a split compo-
nent modeling method, which considers the different thermal re-
sponse of the single stages �8�. It also allows considering rematch-
ing effects taking place within the component as a result of the
different thermal behavior of the single stages. The effect of com-
pressor bleeds is not included in the simulations and a split com-
ponent model yet would allow simulating their effects on the com-
pressor stability margin. A detailed investigation of the changes in
the secondary air system caused by the variation of seal clearances
in the HPC and the HPT will extend the understanding of match-
ing changes during and after fast transients.

Conclusions
During transient engine maneuver variations in engine compo-

nent characteristics occur due to the different thermal dynamic
behavior of the components. This results in a rematch of the en-
gine cycle parameters and affects the stability margins. The simu-
lation of the transient engine behavior is achieved by modeling the
variations in the turbocomponent tip clearances and the seal clear-
ance changes in the secondary air system based on a quasi-non-
linear state space model. The effect of the clearance variations is
considered by adjusting the component efficiencies and capacities,
the surge margin and the HP turbine cooling flows using experi-
mental exchange rates for the BR700 components. Good agree-
ment between the simulated and the measured performance pa-
rameter has been demonstrated. The method of predicting heat
transfer and clearance changes via state space models could there-
fore be validated. The demonstrated model is an effective tool for
engine design and the improvements in simulating transient en-
gine behavior reduces expensive test time. The application of the
model in gas turbine design processes will help engineers to com-
prehend the interactions taking place in the engine.

Fig. 13 Predicted and measured HPT pressure ratio

Table 2 Split of fuel flow overshoot

Secondary effect Fuel flow overshoot

Heat soakage 7.7%
Tip clearances 1.8%
HP spool inertia 0.2%
All 9.7%
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Nomenclature

A, B, C, D, G � system, driving, output, transmission, gain
matrix of the state space model

FADEC � full authority digital engine control
FE � finite element
HP � high pressure

HPC � high pressure compressor
HPT � high pressure turbine

h � annulus height
LP � low pressure

LPT � low pressure turbine
l � blade height

NGV � nozzle guide vane
n � number of stages

RMS � poot mean square
r � radius

SM � surge margin
s � absolute tip clearance

s/h � relative tip clearance
�s � change in tip clearance

T � vector of temperature
TGT � turbine gas temperature

U, X, Y � vector of absolute values of inputs, states,
and outputs of the state space model

u, x, y � vector of offsets of inputs, states, and out-
puts to steady state

wrtp � capacity, corrected mass flow
� � pressure ratio

 � efficiency

Subscripts

0 � steady-state condition
CF � cooling flow

c � casing
d � disk
g � gas
r � rotor

HPTNGV � HP turbine nozzle guide vane
int � integrated C, D and G matrix
m � metal

Nom � nominal
NH � at HP shaft speed

r � rotor
ref � reference condition
Tr � transient
ẋ � derivative of time of x
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Experiment on Gas Ingestion
Through Axial-Flow Turbine Rim
Seals
It has been suggested by researchers that ingestion, through rim seals, of mainstream gas
into axial-flow turbine disk cavities is a consequence of the prevailing unsteady three-
dimensional flow field. The cause–effect relationship is complex—to help understand it,
experiments were performed in a model single-stage turbine rig using two different vane-
blade configurations. Selected measurements from one of the configurations were reported
earlier (1999–2001). The second configuration is new, featuring smaller numbers of
vanes and blades and a larger vane turning angle. Selected measurements are presented
and compared to those from the first configuration. The measurements include unsteady
and rotor revolution time-average static pressure spatial distributions, and spatial distri-
bution, in the rotor-stator cavity, of time-average ingestion. The parameters in the experi-
ments were the main airflow rate, the purge/seal airflow rate, and the rotor speed. Un-
steady three-dimensional CFD simulation may be helpful in identifying the roles of the
many intertwined phenomena in the ingestion process. �DOI: 10.1115/1.1850499�

1 Introduction

Gas turbine disk cavities upstream and downstream of high-
pressure stage rotors must have a certain level of purge airflow to
reduce hot mainstream gas ingestion into the cavities as well as to
maintain acceptable under-platform and disk metal temperatures.
Cooler, high-pressure purge air bled from the compressor is in-
jected into the cavities, a part or all of this air is ejected back into
the main gas path annulus through the gap between disk rim seals.
Accomplishing the cavity sealing and metal cooling functions us-
ing the smallest possible amount of purge air is a key objective in
turbine design since the bleed-off of compressor air and its sub-
sequent mixing with the main gas flow exact penalties on turbine
performance.

Gas ingestion into and egress from disk cavities are space and
time dependent. It has been pointed out by researchers that they
are a consequence of the prevailing unsteady three-dimensional
flow field. The main gas flow is unsteady due to several reasons,
one being rotor–stator potential interaction in which the pressure
field associated with the leading edge of rotor blades travels past
the trailing edge of the vanes upstream. Other reasons include
vane wakes sweeping downstream and into the rotor blades, and
rotor blade wakes. The flow field is unsteady in the disk cavities
as well, particularly radially outboard. Numerous factors have an
influence—for example, vane/blade geometry and axial spacing,
configuration of the rim seals, main and purge airflow rates, and
rotor speed.

The state of understanding circa 1988 of the flow and heat
transfer processes in rotating-disk systems was presented in a
comprehensive monograph by Owen and Rogers �1�. A few
works, pre- and post-1988, are briefly discussed in the following
because of their relevance to the work reported in this
paper.

Dring et al. �2� experimentally studied the aerodynamic inter-
action between rotor blades and stator vanes in a large-scale tur-
bine stage. The instantaneous and time-mean surface pressures

were measured at airfoil mid-span along with time–mean heat
transfer. Upstream potential flow influence of the rotor on the
stator was observed as was the downstream potential flow and
wake influence of the stator on the rotor.

Green and Turner �3� found experimentally that ingestion with
both vanes and blades present can be significantly different from
that with blades absent. Johnson et al. �4� pointed out that there
are several physical mechanisms that affect ingestion—for ex-
ample, disk pumping, circumferential pressure asymmetry in the
main gas path, periodic pressure fluctuation due to vane/blade
interaction, and turbulent transport in the fluid.

Bohn et al. �5,6� investigated main gas ingestion through the
rim seal of a single-stage turbine experimentally and numerically.
The time–mean static pressure distribution was measured, as was
the sealing efficiency of the rim seals by the tracer gas method.
Three-dimensional steady �5� and unsteady �6� CFD calculations
were carried out. A finding from the unsteady calculations was an
ingestion zone in the rim seal region that rotated at one-half the
rotor speed.

Feiereisen et al. �7� performed experiments to study the inges-
tion process at the vane-blade rim seal in a single-stage turbine.
Unsteady and time-average pressures were measured in both sta-
tionary and rotating frames of reference. The tracer gas method
was used to measure sealing effectiveness at several locations in
the rim seal region and at the vane and blade platforms. To char-
acterize the unsteady flow in the intrastage region downstream of
the first vane row, Gallier et al. �8� imaged, by particle image
velocimetry, the instantaneous velocity field at ten rotor positions
relative to the axial–radial imaging plane. It was found that the
purge flow played a strong role in the main gas path secondary
flow structure.

Gentilhomme et al. �9� reported measurements in a single-stage
axial turbine, steady and unsteady CFD simulations of the same,
and an elementary model of ingestion. Time-average pressure dis-
tribution and ingestion were measured. Unsteady effects due to
rotor blades were found to be key contributors to ingestion. Cao
et al. �10� reported a combined CFD and experimental study of
the interaction between main gas path and purge flows. The ex-
periments were conducted in a two-stage axial turbine. The CFD
model was unsteady and its results exhibited a significant im-
provement overthe corresponding steady computations. An un-
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steady flow feature qualitatively similar to Bohn et al. �6� was
predicted by the CFD.

In the present paper, we compare measurements in two different
model axial turbine stages, the main difference between the mod-
els being the vane-blade configuration. The first model �Model 2�
results were presented in several papers, Roy et al. �11–13�. The
second model �Model 1� is new and its results are reported for the
first time.

2 Experimental Apparatus
Main air is drawn through the turbine by a centrifugal blower

�Hauck� that is equipped with a variable-frequency motor drive
and is capable of providing up to 1.42 m3/s ��3000 cfm� airflow
rate. This flow rate is measured by a pitot tube rake located
in the suction duct of the blower. The rotor–stator section is op-
tically accessible from the radial as well as axial �air inlet� direc-
tions. The purge air is supplied through a 38.1 mm i.d. pipe by
another centrifugal blower �Hauck�, which is also equipped
with a variable-frequency motor drive and is capable of providing
up to 0.12 m3/s ��250 cfm� airflow rate. The purge air flow
rate is measured by a turbine flow meter �EG&G Flow
Technology�.

The vane-blade and the disk cavity configuration for the new
turbine stage �Model 1� is based on that of a Pratt & Whitney
engine stage, Figs. 1�a�, 1�b�. The 0.391 m diameter aluminum
rotor disk is equipped with 28 partial-height �compared to the
actual engine� blades. A variable-frequency motor drive is used to
rotate the disk up to a speed of 5000 rpm. While the main gas flow
also drives the rotor, the motor drive is needed for maintaining it
at a particular rotational speed during experiments. The Plexiglas
stator disk, of the same diameter as the rotor disk, is equipped
with 22 partial-height vanes. The vanes turn the incoming main air
by 68.6 deg. The partial vane and blade heights allow the axial
velocity of the main air in the annulus to be adequately high given
the main blower capacity. The rim seal arrangement for the ex-
periments reported here features a static radial clearance of 2 mm
and an axial overlap of 2 mm. The running radial clearance at
rotor disk speeds of up to 5000 rpm is essentially the same as the
static clearance since the radial growth of the disk is less than 0.01
mm.

The vane-blade and disk cavity configuration for the earlier
turbine stage �model 2� was based on a Honeywell engine stage,
Figs. 2�a�, 2�b�. The rotor disk diameter is 0.403 m, the number of
blades 52, and the number of vanes 59. The vanes turn the main
air by 55 deg. The rim seal arrangement is identical to that of
Model 1.

In Figs. 1�b� and 2�b�, the dotted lines at the blade aft indicate
the actual blade shape in the engines. To obtain thinner rotor disks
in the experiments, the blade chord length was shortened as
shown by the solid lines.

Table 1 contains information regarding configuration of the
vanes in the two model turbine stages.

2.1 Static Pressure Measurement

2.1.1 Time-Average Static Pressure. The time averaging is
over an integer number of rotor revolutions. For Model 1, as in the
case of the earlier Model 2, a differential pressure transducer
�Validyne�—digital manometer �Validyne�—Scanivalve setup was
used to measure the time-average static gage pressure distribution
in the disk cavity at the stator disk, and in the main gas path at the
stator disk rim seal and the outer shroud. All pressure taps are 1
mm i.d. Figure 1�a� shows the six radial positions of the taps on
the stator disk. At the position r�175 mm (r/b�0.91), 16 taps
were provided circumferentially over one vane pitch. The taps on

the outer shroud are shown schematically in Fig. 1�b�. On the
stator disk rim seal, there were 17 taps over one vane pitch on the
seal surface facing the main flow at 1 mm downstream from the
vane trailing edge �t.e.� plane. The pressure taps for Model 2 are
shown in Figs. 2�a�, 2�b�.

The uncertainty in the measured time-average static pressure
estimated on the basis of the instrument and data acquisition un-
certainties is �2%.

2.1.2 Unsteady Static Pressure. Unsteady static gage pres-
sure was measured at seven locations, all in the stationary frame
of reference, Figs. 1�a� and 1�b�: in the main gas path—at two

Fig. 1 Schematic diagram—Model 1 „C: tracer gas concentra-
tion tap, P: time-average static pressure tap, UP: unsteady
pressure tap…; all dimensions in mm
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circumferential locations on the outer shroud 1 mm downstream
from the vane t.e. plane, at three circumferential locations on the
outer shroud 1 mm upstream from the blade leading edge �l.e.�
plane, and at one location on the stator disk rim seal 1 mm down-
stream from the vane t.e. plane; in the disk cavity—at one location
on the stator disk at r�175 mm. The tap on the stator disk �UP
#6�, one of the two taps on the outer shroud 1 mm downstream
from the vane t.e. plane, and the tap on the rim seal are at the

same circumferential position. The latter two taps �UP #4 and #5�
are in the vane wake. The three taps 1 mm upstream from the
blade l.e. plane are distributed circumferentially over one vane
pitch. The taps for Model 2 are shown in Figs. 2�a�, 2�b�.

Kulite pressure transducers �Model XCS-062-5-D� with 1.6 mm
tip diameter were used. The transducer signals were amplified,
low-pass filtered, and then routed to an eight-channel data acqui-
sition system. Repeated time records, each spanning one complete
rotor disk revolution, were acquired for 50 rotor revolutions. Each
record was initiated by a once per rotor revolution signal from a
laser-based trigger system. Data were acquired at 40 kHz with the
low-pass filter set at 20 kHz �Nyquist� frequency to prevent alias-
ing. The acquired data were subsequently transferred to a com-
puter for post-processing.

Post-processing of the signals followed the procedure suggested
by Suryavamshi et al. �14�. In this procedure, the instantaneous
pressure is decomposed into an ensemble-average pressure and an
unresolved pressure. The ensemble-average pressure correlates
with rotor revolution whereas the unresolved pressure represents
the random unsteadiness. The ensemble-average pressure is fur-
ther decomposed into a time-average pressure �this should be the
same as the time-average pressure measured by the Validyne
transducers�, a revolution-periodic pressure, and a revolution-
aperiodic pressure. The revolution-periodic pressure is then de-
composed into blade-periodic and blade-aperiodic components.
The blade-periodic component, which has a zero mean, represents
our pressure fluctuation �or oscillation� of interest over one blade
passage time period. Auto- and cross-power spectral density
�APSD,CPSD� analyses of the blade-periodic time series records
were performed using the autoregressive method which provides a
better estimation of the APSD and CPSD functions than nonpara-
metric methods when the data length is relatively short, as in our
case. The frequency resolution for the obtained spectra is approxi-
mately 6.3 Hz.

The uncertainty in the measured unsteady static pressure esti-
mated on the basis of the instrument and data acquisition uncer-
tainties is �4%.

2.2 Ingestion of Main-Stream Gas. To measure ingestion
in the cavity, the purge airflow was seeded with carbon dioxide
�tracer� gas. The CO2 volumetric concentration in the purge air
was monitored just upstream of its entrance to the disk cavity and
maintained at 4.00 ��0.11�%. The pressure taps at the six radial
locations on the stator disk, Fig. 1�a�, also served as taps for
measuring the CO2 concentration in the cavity at the stator disk
surface. To measure the CO2 concentration distribution in the cav-
ity, sampling tubes �1 mm i.d., 1.6 mm o.d.� were installed at the
same radii �except at r�182 mm)1 and traversed axially one at a
time. The CO2 concentration in the mainstream air was measured
during each experiment to serve as a reference. The sampling taps
for Model 2 are shown in Figs. 2�a�, 2�b�.

The CO2 concentration in the gas sample was measured by an
NDIR gas analyzer �Siemens—Ultramat 23�. The uncertainty in
the measured CO2 volumetric concentration is �0.11% CO2 con-
centration.

Because of the nature of the technique, the ingestion measured
in the cavity is rotor revolution time averaged but local with re-
spect to the stator vane positions and the radial and axial coordi-
nates.

3 Results and Discussion
Selected results of four sets of experiments for Model 1 will be

presented and discussed here. Their conditions are shown in Table
2. For these experiments, the ambient pressure and temperature
were 97 kPa and 24°C, respectively. The nominal static absolute
pressure of the mainstream air at vane inlet was approximately 95

1A sampling tube could not be installed here because of insufficient space.

Fig. 2 Schematic diagram—Model 2 „C: tracer gas concentra-
tion tap, P: time-average static pressure tap, UP: unsteady
pressure tap…; all dimensions in mm

Table 1 Vane configuration in the two single-stage turbines

Model 1 Model 2

Vane angle at exit 68.6 deg 55.0 deg
Axial chord length 48.3 mm 27.9 mm
Span 22.9 mm 17.0 mm
Pitch 59.2 mm 21.5 mm
Radius at vane hub 195.7 mm 201.6 mm
Number 22 59
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kPa, and the purge air static absolute pressure just upstream of the
disk cavity entry was about 91 kPa. These two pressures changed
slightly with the respective airflow rates.

Table 3 shows the Model 2 experiments that were used for
comparison. Additional experiments were presented in Roy et al.
�11–13�.

The estimated uncertainties in the nondimensional parameters
Re� , Revax , and cw are, respectively, �2%, �3%, and �5%.

The results are now presented in the following sequence: �1�
time-average static pressure distribution; �2� unsteady static pres-
sure distribution; and �3� time-average main air ingestion distribu-
tion in the disk cavity.

3.1 Time-Average Static Pressure. The circumferential
distribution of time-average static pressure in the main gas path is
viewed as one of the key factors in the ingestion process—the
vane shape and pitch are of importance here. In Fig. 3, this pres-
sure �gage� distribution is shown for Model 1 at the experimental
condition Re��7.32�105, Revax�1.12�105, cw�1574. For
comparison, Fig. 4 shows the variation for Model 2 at Re�

�7.74�105, Revax�8.78�104, cw�1504. In both cases, the
peak-to-peak amplitude is maximum at the outer shroud immedi-
ately downstream from the vane trailing edge plane, the highest
pressure being at the middle of the wake. The amplitude decreases
rapidly downstream. In the cavity, there is no discernible circum-
ferential pressure variation at the stator disk even near its rim
(r/b�0.91 for model 1, �0.95 for model 2�. Table 4 shows that
the peak-to-peak amplitude is significantly larger in the case of
Model 1—the main air mixed-mean axial velocity in the annulus
was, respectively, 36.4 m/s for Model 1 and 50.5 for Model 2. The
resultant velocities at the vane exit were, respectively, 99.7 m/s for
Model 1 and 88.0 m/s for Model 2 �the tangential velocity im-
parted by the vanes to the air was substantially larger in the case
of Model 1�. In Fig. 5, the pressure variation amplitude coeffi-

cient, c̄ p ,pk-pk , is plotted versus the axial distance from the vane
t.e. plane for the Figs. 3 and 4 data. The coefficient has the same
value for Models 1 and 2 at the outer shroud immediately down-
stream of the vane. At the other locations, the value is higher for
Model 1, indicative of a wake whose strength persisted farther
downstream.

The circumferential pressure distributions shown in Figs. 3 and
4 are typical of Models 1 and 2, respectively. The differences
between the distributions include sharper peaks for Model 1, and
a recognizable shift of the peak in the direction of main air tan-
gential motion as the air flows downstream for Model 2.

It should also be noted from Table 4 that the purge airflow rate,
cw , appears to have no significant effect on the time-average cir-
cumferential pressure variation in the main gas path �see Roy
et al. �13� also�.

3.2 Unsteady Static Pressure. Only Model 1 measure-
ments are presented here. Selected plots for Model 2 and related
discussion can be found in Roy et al. �13�.

In Figs. 6�a� and 6�b�, the ensemble-average pressure obtained
by averaging the instantaneous unsteady gage pressure �UP� sig-
nal over 50 rotor revolutions is shown at the seven locations for
the condition Re��7.32�105, Revax�1.12�105, cw�1574.
Each rotor revolution comprises 28 blade passages—as such, 28
periodic pressure variations exist in each time-series plot.

It is instructive to examine the corresponding blade-periodic
pressures over three blade passages, Figs. 7�a� and 7�b�. The un-
steadiness amplitude, � p̃ pk-pk , is the highest just upstream of the
rotor blades—it was suggested by Feiereisen et al. �7� that this is
caused by the bow waves created by the blades and their interac-
tion with the vane wakes. The amplitude is attenuated upstream,
i.e., toward the vanes, and phase lag occurs, as shown later in
Table 8.

Also of significance are the time-average pressure differential

Table 2 Experimental conditions for Model 1. *Gas ingestion experiments were not performed
for these conditions. However, ingestion experiments have been carried out at cw values in
addition to those shown in this table.

Exp.
Set
No.

Mainstream
flow rate

(cfm/Revax)

Rotor disk
speed

(rpm/Re�)
�

�deg�

Free disk
pumping
flow rate

(cfm/cw ,fd)

Purge airflow rate
(cfm/cw)

�1�* �2� �3� �4� �5�

I 1900/9.27�104 2200/5.37�105 44.0 53.4/8403 0/
0

10/
1574

20/
3148

55/
8656

80/
12,591

II 1900/9.27�104 3000/7.32�105 21.3 68.4/10,770 0/
0

10/
1574

¯ 55/
8656

80/
12,591

III 2300/1.12�105 3000/7.32�105 37.4 68.4/10,770 0/
0

10/
1574

¯ 55/
8656

95/
14,952

IV 2300/1.12�105 3600/8.79�105 22.2 79.2/12,461 0/
0

10/
1574

¯ 55/
8656

95/
14,952

Table 3 Experimental conditions for Model 2.*Gas ingestion experiments were not performed
for these conditions. Unsteady static pressure experiments were carried out for the highlighted
conditions.

Exp.
Set
No.

Mainstream
flow rate

(cfm/Revax)

Rotor disk
speed

(rpm/Re�)
�

�deg�

Free disk
pumping
flow rate

(cfm/cw ,fd)

Purge airflow rate
(cfm/cw)

�1�* �2� �3� �4� �5� �6�

I 1950/7.08�104 2000/5.16�105 19.5 54.1/8139 0/
0

10/
1504

20/
3008

30/
4512

50/
7520

60/
9024

II 2400/8.78�104 3000/7.74�105 7.2 74.9/11,258 0/
0

10/
1504

20/
3008

30/
4512

50/
7520

75/
1128

0
III 2200/7.98�104 2290/5.91�105 19.0 60.3/9072 0/

0
¯ ¯ ¯ ¯ ¯

IV 2200/7.98�104 2750/7.09�105 7.2 69.8/10,495 0/
0

¯ ¯ ¯ ¯ ¯
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from the stator rim seal outer surface location to the cavity �at
stator disk near rim seal�, p̄5� p̄6 ; the maximum instantaneous
pressure differential between the same locations, (p5�p6)max ;
and the minimum instantaneous pressure differential, (p5
�p6)min . The second quantity may be indicative of one driving
force for local ingestion, and the last quantity, if negative, of one
driving force for egress locally. Table 5 shows the values for Mod-

els 1 and 2. Two remarks: in both Models 1 and 2, the rim seal gap
is 6–7 mm downstream from UP5 and UP6; and the tangential
component of the main flow motion will influence the circumfer-
ential locations of ingestion and egress.

Fig. 3 Circumferential distributions of time-average static
pressure at the outer shroud, stator disk rim seal, and stator
disk near its rim at Re�Ä7.32Ã105, RevaxÄ1.12Ã105,
cwÄ1574—for Model 1

Fig. 4 Circumferential distributions of time-average static
pressure at the outer shroud, stator disk rim seal, and stator
disk near its rim at Re�Ä7.74Ã105, RevaxÄ8.78Ã104,
cwÄ1504—for Model 2

Fig. 5 Time-average static pressure variation amplitude coef-
ficient at the main gas path outer shroud and stator rim seal—
Re�Ä7.32Ã105, RevaxÄ1.12Ã105, cwÄ1574—for Model 1; Re�

Ä7.74Ã105, RevaxÄ8.78Ã104, cwÄ1504—for Model 2

Fig. 6 Ensemble-average unsteady static pressure at the
outer shroud, stator rim seal, and stator disk near its rim at
Re�Ä7.32Ã105, RevaxÄ1.12Ã105, cwÄ1574—one revolution—
for Model 1

Table 4 Peak-to-peak amplitude of time-average static pres-
sure circumferential variation at the outer shroud 1 mm down-
stream of the vane trailing edge

Model 1
Revax�1.12�105, Re��7.32�105

Model 2
Revax�8.78�104, Re��7.74�105

cw � p̄ pk-pk cw � p̄ pk-pk

1574 1495 Pa 1504 1089 Pa
8656 1510 Pa 7520 1055 Pa
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Table 6 indicates that for both models an increase in the blade
passage frequency (	Re�) at the same main and purge airflow
rate produces higher unsteadiness in pressure (� p̃ pk-pk) near the
blade row. It is also seen from Fig. 8�a� in the case of Model 1
and from �13� in the case of Model 2 that purge flow has a mini-
mal influence on � p̃ pk-pk in the blade row proximity. However, in
the case of Model 1, purge flow has a small but observable effect

Fig. 7 Blade-periodic static pressure at the outer shroud, sta-
tor rim seal, and stator disk near its rim at Re�Ä7.32Ã105,
RevaxÄ1.12Ã105, cwÄ1574—three blade passages—for Model
1

Fig. 8 Effect of purge airflow rate on blade-periodic static
pressure at the outer shroud „UP #1, UP #4, UP #5… at Re�

Ä7.32Ã105, RevaxÄ1.12Ã105—three blade passages—for
Model 1

Table 5 Time-average, instantaneous maximum, and instanta-
neous minimum static pressure differential from location UP5
to location UP6—for Models 1 and 2

Model 1
Revax�1.12�105, Re��7.32�105

Model 2
Revax�8.78�104, Re��7.74�105

cw

� p̄
�Pa�

�pmax
�Pa�

�pmin
�Pa� cw

� p̄
�Pa�

�pmax
�Pa�

�pmin
�Pa�

1574 517 566 469 1504 133 196 70
8656 407 545 283 7520 �11 57 �37

14 952 72 315 �155 ¯ ¯ ¯ ¯

Table 6 Effect of blade passage frequency on �p̃pk-pk „cw
Ä1574 for Model 1, Ä0 for Model 2…

Revax /Re�

UP
#1

�Pa�

UP
#2

�Pa�

UP
#3

�Pa�

UP
#4

�Pa�

UP
#5

�Pa�

UP
#7

�Pa�

Model 1
9.27 � 104/5.37�105 368 324 355 97 130 80
9.27 � 104/6.35�105 405 397 432 116 115 103
9.27 � 104/7.32�105 629 660 728 220 164 78

Model2
7.98 � 104/5.91�105 127 248 115 58 61 ¯

7.98 � 104/7.09�105 265 466 242 21 69 ¯
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near the vane at the outer shroud, Fig. 8�b�, and a strong effect
near the vane at the rim seal, Fig. 8�c�. These effects were less
pronounced for Model 2.

It has also been our observation that at higher main airflow
rates, the unsteadiness in pressure diminishes in strength near the
blade row. Table 7 shows this effect for Model 1 and Model 2, and
Fig. 9�a� for Model 1. One reason may be that the stronger vane
wakes shielded, to a certain extent, from the rotor potential field
the region near the blade row where the unsteady pressure taps
were. This effect was not as distinct near the vanes, Fig. 9�b�.

Figures 10�a�, 10�b�, 10�c� contain autopower spectral density
�APSD� functions obtained from the ensemble-average unsteady
pressure fluctuation time-series data of Model 1 at locations, re-

spectively, UP #1 �near the blade row�, UP #5 �stator rim seal�,
and UP #6 �stator disk near rim�. The experimental conditions
were Re��7.32�105, Revax�1.12�105, and cw�0, 1574, 8656,
14,952. At UP #1, there is a single dominant frequency at 1400
Hz, which corresponds to the �fundamental� blade passage fre-
quency �the higher harmonics are not shown in the figure�. As
stated earlier, the purge airflow rate does not have much effect
here. At UP #5, however, the purge air flow rate exerts a signifi-
cant influence—also, the APSD energy content is much smaller
here compared to that near the blade row. Furthermore, a second,
lower-energy, peak appears at 1090 Hz—this has non-negligible

Fig. 9 Effect of main airflow rate on blade-periodic static pres-
sure at the outer shroud „UP #1, UP #4… at Re�Ä7.32Ã105, cw
Ä1574—three blade passages—for Model 1

Fig. 10 Autopower spectral density function for blade-
periodic static pressure at the outer shroud „UP #1…, stator rim
seal „UP #5… and stator disk near its rim „UP #6… at Re�Ä7.32
Ã105, RevaxÄ1.12Ã105, several cw values—for Model 1

Table 7 Effect of main air flow rate on �p̃pk-pk „cwÄ1574 for
Model 1, Ä0 for Model 2…

Revax /Re�

UP
#1

�Pa�

UP
#2

�Pa�

UP
#3

�Pa�

UP
#4

�Pa�

UP
#5

�Pa�

UP
#7

�Pa�

Model 1
8.29 � 104/7.32�105 718 725 808 253 202 55
9.27 � 104/7.32�105 629 660 728 220 164 78
1.12 � 105/7.32�105 547 539 561 174 101 124

Model2
7.98 � 104/7.09�105 265 466 242 21 69 ¯

8.78 � 104/7.74�105 207 304 198 20 62 ¯
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energy at the low cw’s �0 and 1574�. This frequency may corre-
spond to the unsteady flow pattern detected in the rim gap region
by Cao et al. �10� which rotates at a speed slightly less �90%–
97%� than the rotor speed, except that in our case the pattern
would be modulated by the 22 vanes around the circumference.
Here 90%–97% of the rotor speed corresponds to 45 to 48.5 Hz—
multiplying this by 22 yields 990–1067 Hz. Such a second peak is
also identifiable at UP #6.

The phase differences between pressure fluctuations at the vari-
ous UP locations in the main gas annulus were obtained from the
respective cross-power spectral density �CPSD� functions. They
were also estimated on the basis of pressure waves traveling up-
stream from the blades toward the vanes. Table 8 contains the
results.

3.3 Ingestion of Main-Stream Gas. The magnitude of ro-
tor revolution time-average main air ingestion into the disk cavity
is presented in terms of sealing effectiveness. Sealing effective-

ness, as the term is used here, represents the combined effects of
the rim seals and the purge air in countering ingestion. It is de-
fined as


�r� ��
C�r� ��Cmain

Cpurge�Cmain
(1)

The value of 
 ranges from 0 �no sealing effectiveness� to 1
�perfectly effective seal�. It is noteworthy that if the ‘‘mass
transfer–heat transfer analogy’’ is invoked, 
 will represent the
cooling effectiveness of the purge air as well. This is an important
consideration because it is rather difficult to measure the local
cooling effectiveness of purge air directly from heat transfer ex-
periments. This is mainly because the purge air temperature
changes continuously as it flows through the cavity due to heat
exchange between the air and the disks, Roy et al. �15�. As such,
the purge air temperature at the cavity inlet cannot be the appro-
priate temperature in defining local cooling effectiveness.

In Fig. 11�a�, the radial distribution of sealing effectiveness at
the stator disk surface is shown for Model 1 at the condition
Re��7.32�105, Revax�1.12�105, cw�1574. The axial distribu-
tion within the cavity is shown at five radial positions in Fig.
11�b�. As is known, ingestion is higher near the stator disk.

In Figs. 12�a�, 12�b�, the sealing effectiveness distributions are
shown for Model 2 at Re��7.74�105, Revax�8.78�104, cw
�1504. The value of � is lower in this case than the preceding
Model 1 case.

Fig. 11 Sealing effectiveness distributions in the disk cavity at
Re�Ä7.32Ã105, RevaxÄ1.12Ã105, cwÄ1574, �Ä37.4 deg—for
Model 1

Fig. 12 Sealing effectiveness distributions in the disk cavity at
Re�Ä7.74Ã105, RevaxÄ8.78Ã104, cwÄ1504, �Ä7.2 deg—for
Model 2

Table 8 Phase differences between unsteady static pressure
fluctuations at blade passage frequency—Model 1 at Revax

�1.12�105, Re��7.32�105, cwÄ1574

Locations Measured �°� Estimated �°�

UP1→UP2 118.5 131.0
UP1→UP3 �87.5 �98.2
UP1→UP4 �53.3 �57.1
UP1→UP7 �90.2 �73.7
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Whether the value of �, or more generally the main gas flow
velocity triangle, affects ingestion is a pertinent issue. The extent
of ingestion in the cavity may be represented by the integral

IP�� �1�
�r dr , (2)

the 
 values being at the stator disk �where 
 usually has
the lowest value at any r�. Figure 13�a� is a Model 1 plot,
versus �, of this integral multiplied by (Re� at 3000 rpm/Re� at
the actual rotor rpm�0.8, dubbed IP*, to normalize the ingestion
data at cw�1574 to a single rotor speed in an attempt to remove
the influence of disk pumping. That ingestion decreased as � in-
creased is apparent. The next higher cw at which ingestion was
measured in Model 1 is 4722—while the same trend was found in
this case, the data scatter was considerably larger than at cw
�1574.

Figure 13�b� contains plots of IP* versus � for Model 2 at cw
�1504 and 3008—a similar decreasing trend is seen. The trend
was the same but data scatter was considerably larger for the next
higher cw , 4512, at which ingestion was measured.

Whether the aforementioned trend will be found in other rotor–
stator–rim seal configurations remains to be demonstrated, how-
ever.

A nondimensional plot, 
 at stator disk versus cw /Revax , was
constructed for all ingestion data—separately for Model 1 and
Model 2. The data collapse in the plot was not sufficient to war-
rant its presentation.

4 Concluding Remarks
We have described experimental measurements of the rotor

revolution time-average and unsteady static pressure fields, and
time-average ingestion of main air into the rotor–stator disk cav-
ity in a single-stage axial-flow turbine. Two different vane-blade
configurations were investigated—an important difference be-
tween the configurations was the inlet vane turning angle.

Scrutiny of the measurements suggests that the instantaneous
pressure field, which contains an unsteady blade-periodic compo-
nent as well as circumferential variation following the vane pitch,
is one key to ingestion. The flow field in the region is three-
dimensional and unsteady. In addition to the configuration of the
stage, this field is influenced by the main gas flow rate, rotor
speed, and purge airflow rate.

A spectral analysis of the unsteady pressure signal identified,
along with the high-energy peak at the blade passage frequency
�fundamental� and weaker higher harmonics, a low-energy peak in
the rim seal region at a frequency lower than the fundamental.

It may be impossible to experimentally isolate the many inter-
twined mechanisms at play that lead to ingestion. Three-
dimensional, unsteady CFD simulations may hold the most prom-
ise in this regard—steps in this direction have already been taken
by at least two research teams. The simulations must also have
sufficient spatial resolution to capture the rather complex flow
structure in the main gas path—see, for example, Pasinato et al.
�16�. This structure can be expected to influence ingestion.

Acknowledgment
This research was partially supported by a grant from Pratt &

Whitney, CT, whose help is gratefully acknowledged.

Nomenclature

b � outer radius of disk cavity—Figs. 1�a�, 2�a�
C � CO2 gas concentration

Cvax � vane axial chord length
c̄ p ,pk-pk � circumferential time-average pressure variation co-

efficient, � p̄ pk-pk /Q
cw � nondimensional mass flow rate of purge/seal air,

�ṁpurge /�b
cw ,fd � nondimensional free disk pumping mass flow rate,

�0.219 Re�
0.8

ṁ � mass flow rate of air
p � instantaneous static gage pressure
p̄ � rotor revolution time-average static gage pressure
p̃ � blade-periodic static pressure fluctuation

pamb � ambient pressure
� p̄ pk-pk � peak-to-peak amplitude of time-average static pres-

sure circumferential variation
� p̃ pk-pk � peak-to-peak amplitude of blade-periodic static

pressure fluctuation
Q � main air flow dynamic head at the vane exit �based

on resultant velocity�
r � radial coordinate
r� � position vector

Revax � main air flow Reynolds number, �VaxCvax /�
Re� � disk rotational Reynolds number, ��b2/�

s � axial gap between rotor and stator disks
Vax � mixed-mean axial velocity of main air in annulus

x � axial coordinate measured from rotor disk surface
into the cavity

Fig. 13 Effect of angle � on the normalized ingestion param-
eter IP* at stator disk surface for selected conditions—Models
1 and 2
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� � angle, to axial direction, of the main air velocity
relative to blade—at vane exit


 � sealing effectiveness
� � dynamic viscosity of air
 � density of air
� � rotor disk speed

Subscripts

main � main air
purge � purge/seal air
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Numerical Simulation of
Three-Dimensional Bristle
Bending in Brush Seals
This paper presents a new method for predicting the three-dimensional (3D) bending
behavior of bristles in brush seals. The model builds on and addresses shortcomings in an
earlier two-dimensional bending model. The work was motivated by the need to develop
a general 3D solid mechanical model that can ultimately be incorporated into CFD
models of flow and heat transfer through brush seals. The iterative method considered
here, which is based on linear beam-bending theory, allows relatively large numbers of
bristles to be considered with arbitrary imposed aerodynamic forces. Bristle-to-bristle
contacts and deflections are considered, as well as shaft and backing ring contacts. The
method also allows arbitrary initial bristle packs and lay-angles to be considered, as well
as periodic conditions so that the model represents a sector of a brush seal. Other
physically important features, such as the so-called 3D-splay and inclined prop effects,
are also taken into account. The method described here has been incorporated into a new
computer code called SUBSIS (Surrey University Brush Seal Iterative Simulator). Ex-
ample results from this code are presented that show the bending behavior of initially
hexagonally packed brush seals under model imposed pressure loads acting on the bristle
tips. The effects of rotor incursions into the bristle pack, increase of the pressure load, and
changes in the lay-angle and Young’s modulus are also shown. The results illustrate the
expected bending behavior observed in real brush seals. Procedures for coupling SUBSIS
with CFD models are also currently under investigation. �DOI: 10.1115/1.1850943�

Introduction

Conventional brush seals comprise of a dense pack of bristles
held between a narrow front plate and a backing ring, as shown in
Fig. 1. Over the past 20 years, these advanced seals have emerged
to be a very promising technology for gas-path sealing applica-
tions in turbo-engines. However, despite much experimentation
and the fact that brush seals have successfully operated in jet
engines, their behavior is far from being fully understood, and
advances are still required if brush seals are to be more generally
used. Wear, which occurs as bristle tips contact the rotating parts,
is a particular problem. There are, therefore, considerable poten-
tial benefits in better understanding and possibly controlling the
factors that influence wear. This study is aimed at improving the
modeling of brush seals and, hence, giving further insight and
predictive capability for their behavior.

Previous investigations have established that brush seals offer
improved sealing performance as compared to existing labyrinth
seals. Useful data, including leakage rates, pressure distributions,
forces on the rotor, and stiffness measurements, have been ob-
tained from both CFD and experimental studies �see, for example,
Refs. �1–3��. Prediction of the effects of bristle bending has also
been carried out by Hendricks �4� using a ‘‘bulk flow model.’’
These results suggest that abrupt flow and pressure changes occur
as the rotor clearance changes, but they do not take bristle-to-
bristle contacts into account. These latter effects have been con-
sidered in the two-dimensional �2D� bending model of Chew et al.
�5�. Friction due to the backing ring was later included into this
model by Turner et al. �3�. This model was later coupled with a

porous CFD brush model by Chen et al. �6�, and the model was
calibrated using experimental data. Aksit and Tichy �7� used a
commercially available FEM package in attempting to build a
three-dimensional �3D� model of a brush seal. Results show hys-
teresis effects when rotor interference is relieved during pressure
load, leaving the bristles ‘‘hung-up’’ due to frictional forces. How-
ever, no results showing bristle-to-bristle contacts are shown. A
commercial FEM code was also used more recently by Crudging-
ton and Bowsher �8,9�. Their results, which included bristle-bristle
contacts and friction, showed that hysteresis and blow-down ef-
fects are important in determining the brush seal characteristics.

This paper describes an alternative efficient 3D bristle-bending
model incorporating bristle-to-bristle, backing ring, and rotor con-
tacts. The method and algorithm, which are specifically designed
for brush seal applications, have been coded into a new computer
program, which can be run stand-alone or as a ‘‘plug-in’’ for a
CFD code. Circumferential periodicity conditions are imposed in
order for the model to represent a sector of a brush seal, and
arbitrary initial packing arrangements can be considered. Rotor
incursions into a perfectly packed periodic brush seal �i.e., hex-
agonal packing with no initial spacing between bristles and the
backing ring� would cause displacements in the axial direction, as
the volume of the pack cannot be reduced further. This 3D-splay
effect is also included in the model. At present the model neglects
the effects of static and kinetic friction due to the backing ring
and/or rotor surface, although these effects are important and
should be addressed in later versions. Bristle bending predictions
are presented here for a typical brush seal geometry, and qualita-
tive comparisons with previous results are discussed. Note that,
although the brush seal is modeled here as a linear bristle pack,
rather than a circumferential one, lengths in the width �X� and
height �Z� directions are referred to as the circumferential and
radial directions, respectively, as shown in Fig. 1.

Basic Theory and Notation
Bristles are identified with the coordinates (Xi , j ,k ,Y i , j ,k ,Zi , j ,k)

of points along their centerline, and each bristle is subdivided into
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K�1 elements, each of length ���L/(K�1). The distance from
the fixed bristle root is denoted by �k�(k�1)�� . A bristle-
oriented coordinate system (x ,y ,z) is also considered, and bi , j ,k
denotes the point �k along the centerline of the bristle with fixed
root at position (xi , j ,yi , j). This coordinate system is related to the
global Cartesian coordinate system (X ,Y ,Z) using the transforma-
tion matrix �see Fig. 2�

� Xi , j ,k

Zi , j ,k
��� cos� �sin�

sin� cos� � � xi , j ,k

zi , j ,k
� (1)

�note that Y�y). Here, z is related to the local variable � by

zi , j ,k�L��k�xi , j ,k
init tan� (2)

The total force Fi , j ,k acting normal to a bristle at the point bi , j ,k is
given by summing the contributions from the aerodynamic pres-
sure force Qi , j ,k and the total reaction force Ri , j ,k , i.e.,

Fi , j ,k�Qi , j ,k�Ri , j ,k
bristles�Ri , j ,k

rotor�Ri , j ,k
br (3)

Using linear beam-bending theory �see, for example, Ref. �10��
and the Principle of Superposition, it can be shown that the de-
flection �si , j ,k of a point is given by

�si , j ,k�� i , j ,ki�	 i , j ,kj (4)

where �see Fig. 3 and Chew et al. �5��

� i , j ,k�
1

B
m�1

K

�k ,mFi , j ,m•i, 	 i , j ,k�
1

B
m�1

K

�k ,mFi , j ,m•j (5)

Here, the bending stiffness B�EM, where E is the modulus of
elasticity and M is the second moment of area, which for a beam
of circular cross section of radius R is equal to �R4/4. The beam
deformation tensor �k ,m is defined here by

�k ,m��
�k

2�m

2
�
�k

3

6
for 0�k��m ,

�k�m
2

2
�
�m

3

6
for �m�kL

(6)

It can also be shown that in order to move a point bi , j ,k by an
amount si , j ,k , a force of magnitude ri , j ,k acting at this point suf-
fices, where

ri , j ,k�
Bsi , j ,k

�k ,k
(7)

The deflection angles � i , j ,k and � i , j ,k are defined as

tan � i , j ,k�� d�

d� �
i , j ,k

, tan � i , j ,k�� d	

d� �
i , j ,k

(8)

Using these definitions, the vector Ui , j ,k aligned with the bristle
centerline at the point bi , j ,k is given by �see Fig. 4�

Ui , j ,k��tan�� i , j ,k���I�tan � i , j ,kJ�K (9)

By taking the dot product of Ui , j ,k with K, the deformed lay-angle
� i , j ,k between the Z-axis and the bristle centerline can be shown
to be

tan2 � i , j ,k�tan2�� i , j ,k����tan2 � i , j ,k (10)

Moreover, the orientation angle � i , j ,k �relative to the X-axis� of the
elliptical cross-sectional geometry of a bristle intersecting a radial
�i.e., Z�const) plane is given by

cos � i , j ,k�
tan�� i , j ,k���

tan� i , j ,k
(11)

Fig. 1 Schematic of a brush seal

Fig. 2 Global and bristle-oriented coordinates „YÄconst
plane…

Fig. 3 Bristle deflections and notation

Fig. 4 3D bristle-to-bristle interactions
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Method

General Description. A full description of the method and its
derivation can be found in Ref. �11�, and only a simplified version
is presented here. The main idea is to search for points where
bristles overlap or where bristles do not contact, but have nonzero
reaction forces. The reaction forces Ri , j ,k at all points are subse-
quently corrected in an iterative manner by setting

Ri , j ,k
new �Ri , j ,k

old �ri , j ,k (12)

Throughout this report, reaction force vectors in uppercase letters
denote the actual value of the force, while those in lowercase
letters represent corrections to the force. This results in a consis-
tent set of deflections and reactions when the solution has con-
verged. Bristle points are displaced in an iterative fashion due to
either:

1. Movements to enable overlapping points to move ‘‘out of’’
each other �e.g., moving bristle points out of the backing
ring�

2. Movements of noncontacting points due to nonzero reaction
forces �e.g., a bristle point which is not in contact with the
rotor but which has a nonzero reaction force due to the ro-
tor�. This will displace a point such that:

a. it just contacts the backing ring, rotor, or another bristle, or
b. it moves until the reaction force at the point has been re-

duced to zero.

The algorithm can be summarized into the following basic steps,
some of which will be decribed further in the proceeding sections.
The complete algorithm and the procedures for determining which
reaction forces to correct are presented in more detail in Ref. �11�.

1. Compute the total forces �i.e., aerodynamic plus reaction
forces� on all the bristles and determine their deflections.

2. Calculate resulting deflection, orientation and deformed lay-
angles. Apply periodicity conditions.

3. Determine the required corrections to all bristle-bristle, rotor
and backing ring reaction forces for all bristles.

4. Compute residuals and determine which reaction forces to
adjust by comparing all the computed reactions forces
throughout the brush seal.

5. Scan for and adjust the bristle pair with the greatest reaction
force surface-angle error �i.e., bristles for which the reaction
forces do not point exactly normal to the corresponding
bristle surfaces�.

6. Apply Newton’s Third Law via Eq. �19�.
7. Go back to Step 1 and repeat until either the maximum of

all the residuals is smaller than a given tolerance or until
the calculated reaction forces and displacements have
converged.

Bristle-Bristle Interactions. SUBSIS scans bristle pairs by set-
ting the current bristle as a reference bristle �i.e., i�i ref and j
� j ref) and identifying target bristles by setting

i tar�i ref�m , j tar� j ref�n (13)

where the integers m and n range from �� to �. Assigning ��1
means only immediate bristle neighbors are scanned. For ��1,
interference of non-neighboring bristles can be considered, but
with an increase in computing time. In order to allow all bristles
to interact with each other, we can set ��max(I,J)�1. We also
apply periodicity conditions in the circumferential directions if i tar
is out of range, i.e.,

i tar�� i ref�m�I if i tar�1

i ref�m�I if i tar�I
(14)

It is convenient to define the vector Vi , j ,k ,m ,n joining two points on
neighboring bristles as

Vi , j ,k ,m ,n��Xi tar , j tar ,k�Xi , j ,k��C �I��Y i tar , j tar ,k�Y i , j ,k�J

��Zi tar , j tar ,k�Zi , j ,k�K (15)

In order to apply periodicity, the parameter � is given by

��� 1 if i�m�I

�1 if i�m�I

0 otherwise

(16)

The angle � i , j ,k ,m ,n shown in Fig. 4 can now be found using the
following equation:

Ui , j ,k"Vi , j ,k ,m ,n��Ui , j ,k��Vi , j ,k ,m ,n�cos�� i , j ,k ,m ,n��/2� (17)

It is also useful to define si , j ,k ,m ,n as the vector from the reference
to a target bristle in local bristle coordinates, i.e.,

si , j ,k ,m ,n��xi tar , j tar ,k�xi , j ,k��C cos��i��yi tar , j tar ,k�yi , j ,k�j
(18)

We now define Ci , j ,k ,m ,n to be the reaction force acting on a
reference bristle centerline point bi , j ,k from a target point
bi tar , j tar ,k . According to Newton’s third law, an equal and opposite
reaction force must also be imposed on the target bristle bi tar , j tar ,k

by setting

Ci tar , j tar ,k ,�m ,�n��Ci , j ,k ,m ,n (19)

If contact occurs with a target bristle point bi tar , j tar ,k �i.e., if
�i , j ,k ,m ,n�0), then it can be shown that the corrective reaction
force ci , j ,k ,m ,n required to just separate the bristles is given by

ci , j ,k ,m ,n��
B�i , j ,k ,m ,n

2�k ,k
ŝi , j ,k ,m ,n (20)

Without the 3D-splay effect, the interference �i , j ,k ,m ,n is calculated
using

�i , j ,k ,m ,n�2R��si , j ,k ,m ,n� (21)

With 3D-splay effects taken into account, it can be shown using
geometric considerations that

�i , j ,k ,m ,n��� i , j ,k ,m ,n
ref �� i tar , j tar ,k ,i , j

tar ��Wi , j ,k ,m ,n��cos � i , j ,k ,m ,n

(22)

where �see Fig. 5�

��
ai , j ,kbi , j ,k

�ai , j ,k
2 ��bi , j ,k

2 �ai , j ,k
2 �cos2 � i , j ,k ,m ,n

(23)

ai , j ,k�R/cos� i , j ,k , bi , j ,k�R (24)

� i , j ,k ,m ,n�� i , j ,k ,m ,n�� i , j ,k (25)

Fig. 5 Bristle interactions in a ZÄconst plane
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Wi , j ,k ,m ,n��Xi tar , j tar ,k�Xi , j ,k��C �I��Y i tar , j tar ,k�Y i , j ,k�J
(26)

Here, � represents the length of a straight line from the center of
an ellipse �with semi-major and minor axes denoted by a and b,
respectively� to a point on its surface located at an angle � mea-
sured from the major axis, as shown in Fig. 6. The reference-to-
target angle � i , j ,k ,m ,n shown in Fig. 5 in a radial plane is computed
using the relationship

cos � i , j ,k ,m ,n�
Wi , j ,k ,m ,n•I

�Wi , j ,k ,m ,n�
(27)

If contact does not occur for points with nonzero reaction forces
�i.e., if �i , j ,k ,m ,n�0), then it can be shown using geometrical con-
siderations that the displacement, which would cause this point to
just contact a neighboring bristle, is given by �see Fig. 7�

si , j ,k ,m ,n�
1
2�d cos ���4R2�d2 sin2 �� i , j ,k ,m ,n (28)

It follows that the corrective reaction force at this point is calcu-
lated using

ci , j ,k ,m ,n��
B
�k ,k

min� si , j ,k ,m ,n ,
�Ci , j ,k ,m ,n

old ��k ,k

B � R̂i , j ,k ,m ,n
old

(29)

where the negative sign indicates the correction force acts in the
direction to reduce the magnitude of the reaction force. Finally,
the total reaction force at bi , j ,k is computed by summing the con-
tributions due to all the scanned target bristles

Ri , j ,k
bristles� 


m���

�



n���

�

Ci , j ,k ,m ,n (30)

It should be noted that the computed reaction force may not lie
normal to the bristle surfaces �due to other 3D bristle deflections
occuring within the bristle pack�. In order to reduce this error, the
reaction force must be realigned normal to the bristle surface, but
with its magnitude kept constant as shown in Fig. 8. The net effect
of this rotation is to displace the point bi , j ,k by an amount
��ci , j ,k ,m ,n�, where

��Ci , j ,k ,m ,n���Ci , j ,k ,m ,n
new �Ci , j ,k ,m ,n

old �2�Ci , j ,k ,m ,n
old � (31)

Since this quantity can be quite large, the rotation is relaxed by
setting

Ci , j ,k ,m ,n
new �Ci , j ,k ,m ,n

old �� rotate�Ci , j ,k ,m ,n
new �Ci , j ,k ,m ,n

old � (32)

In this way, the reaction force is ‘‘nudged’’ in the right direction,
and the overall stability of the iterations is conserved.

Bristle-Rotor Interactions. The amount of rotor interference
�i , j ,K is given by �cf. Fig. 9�

�i , j ,K�Z rotor�Zi , j ,K (33)

Using 3D vector analysis, it can be shown that the corrective
reaction force on the bristles due to interactions with the rotor is
given by �see Fig. 9�

ri , j ,K
rotor �

ri , j ,K

sin� i , j ,K
�sin�� i , j ,K���i�sin � i , j ,Kj� (34)

where

ri , j ,K�
B
�K ,K

min� ��i , j ,K�,
Ri , j ,K

radial�K ,K sin2 �

B � (35)

Assuming frictionless contact, the corrective reaction force ni , j ,K
on the rotor points entirely in the radial direction and can be
computed using

ni , j ,K�
�ri , j ,K

rotor �
sin� i , j ,K

K (36)

Fig. 6 Ellipse geometry and notation

Fig. 7 Free bristle-point movement in a �Äconst plane

Fig. 8 Rotation of reaction forces

Fig. 9 Rotor interference, 3D global view
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Bristle-Backing Ring Interactions. The amount of interfer-
ence �i , j ,k into the backing ring is given by �cf. Fig. 10�

�i , j ,k�Y i , j ,k�R�Y br (37)

It can be shown that the corrective reaction force on the bristles
due to interactions with the backing ring is given by �see Fig. 10�

ri , j ,k
br ��ri , j ,k�sin � i , j ,k sin���� i , j ,k�i�j,� (38)

where

ri , j ,k�
B
�k ,k

min� ��i , j ,K�,
�Ri , j ,K

br ��k ,k

B � (39)

Notice that the i component, which is much smaller than the j
component, is due to the so-called inclined 3D-prop effect. This
occurs only if the reaction force is located at �or very close to� the
backing ring edge �i.e., if �k��edge) and implies that the bristles
are bent downward toward the rotor and in the circumferential
direction. Otherwise, the reaction force is directed entirely in the
axial direction.

SUBSIS „Surrey University Brush Seal Iterative Simulator….
The 3D method described here has been implemented into a new
FORTRAN 90 code called SUBSIS �Ref. �12��. This code is capable
of handling arbitrary initial brush seal geometries, operating con-
ditions, and imposed forces. These forces can either be obtained
from CFD calculations, experimental results or simple theoretical
models �the latter has been employed here�. All target bristles, the
backing ring and rotor are considered as generic ‘‘objects’’ with
which a reference bristle can interact. This allowed the code to be
written in a modular fashion, which can later be expanded to
allow additional features to be included. SUBSIS has also been
developed with the ultimate aim of being coupled with CFD or
other CAD packages. In order to allow this, a generic method of
importing/exporting aerodynamic forces and current bristle coor-
dinates to/from SUBSIS was included in the design specification.

A quantitave comparison of the SUBSIS results with experimen-
tal data was not possible at this stage due to the idealized condi-
tions, although the results do show the expected behavior. How-
ever, comparison with theoretical results have been obtained for a
single bristle in contact with the backing ring or rotor. In all cases
the comparison with the theoretical solutions was accurate to
within the round-off error. The code has also been tested on Win-
dows®, Linux, SGI �IRIX 64-bit�, and SUN operating systems.

The main bristle-to-bristle contact routines have also been vali-
dated for the case of a single row of four bristles with no initial
gap between them �see Fig. 11�. The length L and bristle diameter
2R were taken as 9.30 mm and 0.0760 mm, respectively. The first
bristle is subjected to a concentrated force F of 10�3 N at its tip in
the plane of the bristle row. This results in a uniform deflection of

all the bristles, and the linear beam bending theory provides a
simple theoretical solution for the deflection profile 	 of each
bristle

NB	 theory��
F�3

6
�

FL�2

2
(40)

where the number of bristles N�4 in this case.
Figure 12 shows a 3D view of a hexagonally packed brush

model with no lay-angle, backing ring, or rotor �the geometrical
parameters are the same as those in Table 1, but with ��0 deg
and no periodicity conditions�. One of the corner bristles is sub-
jected to a concentrated external force F1,1,K�2�10�3I�2
�10�3J applied at the tip, causing it to bend and split the brush
into two parts. For this simulation, the bristle search parameter �
was set as 7 in order to allow all bristles to interact with each
other. Although no comparsion with analytical solutions was pos-
sible, due to the highly nonlinear solution, this case demonstrates
the capability of the main bristle-to-bristle contact routines to deal
with complicated cases.

Results
Example results using SUBSIS are shown here for brush seals

with parameters that are representative of those used in Refs.
�2,3,5� �see Table 1�. The value of the Young’s modulus is repre-
sentative of a cobalt-based alloy known as Haynes-25 �see Ref.
�14��. Table 2 presents a summary of the assumed boundary and
operating conditions. Only converged solutions are shown in this
paper for which all the displacement residuals are much smaller
�typically by a factor of 10�3) than the local point deflections.

Fig. 10 Bristle-backing ring reactions
Fig. 11 Bending of a row of bristles

Fig. 12 Incursion of a single bristle into a hexagonally-packed
brush
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Note also that the results appear to be grid independent provided
the number of elements per bristle K is not too small. All results
were obtained using double precision accuracy.

In general, the aerodynamic force Qi , j ,k must be supplied from
an external CFD program or experimental data. SUBSIS accepts
arbitrary force vectors at all bristle points in both the circumfer-
ential and axial directions. For the results shown here, the follow-
ing simple linear distribution in Y i , j ,k was employed:

Qi , j ,k�� � �1����
2�

W
Y i , j ,k� Qaverage

axial J if k�K

0 otherwise

(41)

In the above equation, Qaverage
axial represents the averaged axial force

per bristle. This was determined using the following simple rela-
tionship based on the pressure gradient �p across the seal and the
cross-sectional area CH between the backing ring and rotor for
the segment of the brush seal under consideration:

Qaverage
axial �

CH�p

IJ
(42)

The parameter � can be specified by the user, and for all of the
solutions shown here, this was taken as 0.2. Although not shown,
the numerical results were found to be almost insensitive to this
parameter. No external circumferential forces are considered in
the results shown here.

Figure 13 shows the tip positions for a converged solution in
which there is no pressure load, but in which the rotor position
was gradually moved into the pack �in 10,000 iterations� from no
initial interference, up to a final incursion of 0.20 mm. For this
case, the minimum initial spacing � between the bristles was taken
as 0.0 mm �i.e., the brush was perfectly packed�. It is evident that
the displacements of the bristles in the axial upstream direction
are entirely due to the 3D-splay effect. Figure 14 shows a 3D view
of the bristle deflections.

Figures 15–17 show the solution for the case of a brush seal in
which both the pressure load and rotor interference were gradually
increased from zero up to their final values of 1.0 bar and 0.20
mm in 50,000 iterations. The numerical results show the expected
bending behavior of the bristles. Figure 18 shows that the radial
force on the rotor is not uniform �which may be partly responsible
for the uneven wear typically observed on rotors�. These results
also suggest a ‘‘mechanical transmission’’ of reaction forces to-

ward the upstream bristles, which help to ‘‘hold up’’ the down-
stream bristles. Further work is suggested to study this effect. This
typical SUBSIS calculation took approximately 50 min to complete
using a 1.0 GHz processor with the Red Hat Linux operating
system. �For comparison, Ref. �9� report typical computing times
of 6–20 h on a Pentium 4 PC for a 9�5 bristle pack simulation
obtained using commercial finite-element software.�

Table 1 ‘‘Standard’’ brush seal parameters

Initial packing type Hexagonal
Initial minimum spacing � 0.000760 mm
Total number of bristles I�J 64
Lay-angle � 45 deg
Radial length L/cos � 9.30 mm
Overhang height H 1.40 mm
Circumferential length C 0.836 mm
Axial length W 0.541 mm
Bristle diameter 2R 0.0760 mm
Young’s modulus E 2.25�1011 N/m2

Relaxation parameter � 0.01
Number of elements per bristle K 20

Table 2 Summary of operating conditions and assumptions

Circumeferential direction X Periodic conditions
Axial direction Y Applied force Eq. �41�
Radial direction Z Fixed bristle roots at k�1
Initial rotor interference Z rotor 0.0–0.4 mm
Applied pressure load �p 0.0–8.0 bar
Bristle-bristle contacts Yes, with 3D-splay effects
Backing ring contacts Yes, with 3D-prop effects
Rotor contacts Yes
Friction No

Fig. 13 Bristle tip positions „�pÄ0.0 bar, ZrotorÄ0.20 mm,
�Ä45 deg, �Ä0.0 mm…

Fig. 14 3D bristle deflections „�pÄ0.0 bar, ZrotorÄ0.20 mm,
�Ä45 deg, �Ä0.0 mm…

Fig. 15 Deflections of first bristle column „�pÄ1.0 bar, Zrotor
Ä0.20 mm, �Ä45 deg…
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Figure 19 presents results for various imposed pressure differ-
ences. The rotor was kept fixed throughout the calculation at
Z rotor�0 mm �i.e., no initial rotor interference�. As expected, the
results show an almost linear increase in the computed value of
the axial force Fbr

axial on the backing ring. The radial force F rotor
radial on

the rotor is due to bristle-bristle contacts forcing some bristles to
come into contact with the rotor, and also due to the radially
downward force due to the inclined-prop effect. Moreover, the
radial forces F rotor

radial and Fbr
radial on the rotor and backing ring in-

crease approximately as the square of the applied pressure load

�p �this is due to Eq. �38��. Thus, the inclined-prop effect be-
comes more significant as the pressure difference increases, with
possible consequences for increased wear on the rotor and bristle
tips.

Figure 20 presents results for increasing rotor interference
Z rotor , but this time with a more severe fixed imposed pressure
load of 4.0 bar. Also shown is the theoretical value of the radial
force F rotor

radial on the rotor due to a single bristle �multiplied by the
total number of bristles�. This is given by

R theory
radial �

3BZ rotor

L3 sin2 �
�I�J (43)

It is evident from the solutions that Eq. �43� is not a good approxi-
mation for the computed value of F rotor

radial . Moreover, there is a
significant reaction force on the rotor, mainly due to the inclined
prop-effect, even when there is no initial rotor interference. These
results highlight the importance of the 3D-splay and inclined-prop
effects in order to calculate the forces in a brush seal.

Figures 21 and 22 present additional results for brush seals with
parameters as shown in Table 1, but with varying lay-angles and
Young’s modulus, respectively. In both cases, Eq. �43� gives the
same trend as the numerical results, but discrepancies do appear
for seals with relatively small lay angles or Young’s modulus.

Fig. 16 Deflections of downstream bristle row „�pÄ1.0 bar,
ZrotorÄ0.20 mm, �Ä45 deg…

Fig. 17 Bristle tip positions „�pÄ1.0 bar, ZrotorÄ0.20 mm,
�Ä45 deg…

Fig. 18 Radial force on rotor „�pÄ1.0 bar, ZrotorÄ0.20 mm,
�Ä45 deg…

Fig. 19 Effect of increasing the pressure load �p „Zrotor
Ä0.20 mm, �Ä45 deg…

Fig. 20 Effect of increasing rotor interference Zrotor „�p
Ä4.0 bar, �Ä45 deg…
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Conclusion
A new predictive capability for the 3D bending of bristles in

brush seals has been developed and tested. Results using this
model have been obtained that are qualitatively consistent with
the expected 3D bending behavior of brush seals. Calculated val-
ues for the reaction forces on the rotor and backing ring are ob-
tained and compared for different pressure loads and rotor incur-
sions into the bristle pack. The 3D-splay effect is also highlighted
in the results as an important effect that must be taken into ac-
count. The results show that the classical approximation to the
radial force on the rotor due to bristle interactions �see Eq. �43��
may not yield reliable estimates for brush seals operating at high
pressure loads or for seals with relatively small lay-angles or
Young’s modulus. Possible hysteresis due to the deformation his-
tory of the bristles has been observed but not reported in the
current results, requiring further analysis.

Further work could involve incorporating frictional effects be-
tween the bristles and the backing ring or shaft surfaces. As shown
by Crudgington and Bowsher �8,9�, these effects are important
and should be addressed. Additional geometrical effects due to
brush seals of small rotor radii may also need to be considered.
Conservation of bristle length, which is not satisfied using stan-
dard linear beam-bending theory, may also need to be considered
for cases with relatively large bristle deflections. The ultimate

goal is to couple the current 3D method with a CFD brush seal
model similar to that used by Guardino and Chew �13� �see Ref.
�6� for details of a 2D coupled model�.

Although the new model developed here does not capture the
full complexity of brush seal behavior, it can aid in the design
stage of new brush seals by parametrically varying the geometri-
cal and operating parameters.

Nomenclature

a, b � elliptical semi-major and minor axes
B � bending stiffness (�EM)
c � bristle-bristle corrective reaction force

C � bristle-bristle actual reaction force
C � circumferential length of brush seal model
E � modulus of elasticity

Fbr
axial � axial reaction force on backing ring

Fbr
radial � radial reaction force on backing ring

F rotor
radial � radial reaction force on rotor

F � total force
H � backing ring overhang height

i, j, k � unit vectors in the x, y and z directions
I, J, K � unit vectors in the X, Y and Z directions

i, j, k � grid point indices in (X ,Y ,Z) coordinates
I, J, K � maximum value of indices in i, j, k, respectively

L � actual length of bristles
M � second moment of area

n � corrective radial force on rotor
Q � aerodynamic force

Qaverage
axial � averaged model axial aerodynamic force

r � correction force
s � reference-to-target vector in a ��const plane

R � total reaction force
R � radius of bristles
U � vector aligned with bristle center-line
V � reference-to-target vector in a Z�const plane

W � reference-to-target vector in Z�const plane
W � axial length of brush seal model

x, y, z � bristle-oriented coordinates
X, Y, Z � circumferential, axial and radial coordinates
�, � � deflection angles in x and y-directions
� � ratio used in Eq. �41�
� � initial gap clearance between bristles and backing

ring
�p � pressure difference across seal
�, 	 � bristle deflections in the x and y-directions
� � bristle orientation angle �see Eq. �11��
� � local interference
� � ellipse center-to-surface length
� � 3D bristle interaction angle
� � target bristle search parameter �integer 1�
� � deformed lay-angle �see Eq. �10��
� � coordinate along bristle length ��0 at fixed bristle

end�
� � angle between reaction force and target point
� � beam deformation tensor
� � lay angle ��0 deg for radially aligned bristles�
� � ellipse center-to-surface angle
� � periodicity parameter �see Eq. �16��
� � reference-to-target angle in a Z�const plane
! � reference-to-target angle in a ��const plane
� � relaxation parameter

bi , j ,k � center-line point on bristle (i , j) at position �k .
br � backing ring

edge � edge �overhanging� part of backing ring
init � initial �unperturbed� value
old � value at previous iteration
ref � reference bristle

rotor � rotor surface

Fig. 21 Effect of increasing the lay-angle � „�pÄ1.0 bar,
ZrotorÄ0.20 mm…

Fig. 22 Effect of varying the Young’s modulus E „�p
Ä1.0 bar, ZrotorÄ0.20 mm, �Ä45 deg…
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tar � target bristle
tip � bristle tip

v̂ � unit vector in the direction of the vector v
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Cogenerative Below Ambient Gas
Turbine (BAGT) Performance With
Variable Thermal Power
The use of gas turbine and combined cycle power plants for thermal and electric power
generation is, nowadays, a consolidated technology. Moreover, the employment of com-
bined heat and power production, especially for low power requirements, is constantly
increasing. In this scenario, below ambient pressure discharge gas turbine (BAGT) is an
innovative and interesting application; the hot gases discharged from a gas turbine may
be expanded below ambient pressure to obtain an increase in electric power generation.
The gases are then cooled to supply heat to the thermal utility and finally recompressed to
the ambient pressure. The power plant cogenerative performance depends on the heat and
electric demand that usually varies during the year (for residential heating the heat to
electric power ratio may range from 0.3 to 9). In this paper, the thermal load variation
influence on the BAGT performance will be investigated and compared with those of gas
turbine and combined cycle power plants. �DOI: 10.1115/1.1707032�

Introduction
The widespread of cogenerative applications with low tempera-

ture levels �district heating, etc.�, especially for small-size appli-
cations �less than 15 MWel), enhances the interest around ad-
vanced gas turbine cycles with higher electric efficiencies and,
consequently, lower discharge gas temperatures.

The displacement, at the gas turbine discharge, of an inverted
Brayton cycle may represent a way to increase the power plant
electric efficiency, �1,2�; in fact, the inverted Brayton cycle re-
duces the hot gas temperature, producing additional power. The
cogenerative application of an inverted Brayton cycle was inves-
tigated in an Authors previous work, �3�.

The obtained results have encouraged the study of a new gas
turbine plant, called below ambient pressure discharge gas turbine
�BAGT�, �4�. In this power plant the gas expansion continues
below the ambient pressure and before stack discharge the gas
must be cooled by the thermal utility and recompressed by an
additional compressor.

Moreover, in order to enhance BAGT electric performance, be-
fore recompression, the exhaust gas may be further cooled em-
ploying a cooler, fed with cooling water and disposed after the
thermal utility, that reduces the work of second compressor, �5�.

The previous papers of the authors highlight that, with respect
to gas turbine, when BAGT is employed, in design working con-
ditions, a relevant convenience occurs, in terms of electric and
cogenerative performance.

It should be highlighted that the thermal power request often
varies, during the day and/or the year, according with the indus-
trial process connected with the cogenerative power plant. As a
consequence, the study of the thermal part load of the cogenera-
tive power plants is necessary.

In particular, in the BAGT, the employment of a cooler may
help to maintain high electric efficiency also with variable thermal
load. In this paper, the BAGT thermal load cogenerative perfor-
mance is investigated by searching the best cooler design that
permits to maximize the electric efficiency minimizing the BAGT
investment cost. The obtained results are compared to those re-

garding a gas turbine and a combined cycle cogenerative power
plants within the electric power range from 5 to 15 MWel.

Thermal Part-Load Analysis

The BAGT Configuration and Design Performance. The
configuration of the below ambient pressure discharge gas turbine
�BAGT� here assumed for the thermal part load analysis is shown
in Fig. 1. In particular, the first compressor C1 compresses and
sends the air to a combustor where the fuel oxidation provides the
temperature increase. The hot gas is then expanded in the turbine
T below the ambient pressure and later cooled in the first heat
exchanger HX1 and in the cooler CL. Finally, the exhaust gas is
recompressed to the ambient pressure in a second compressor C2
and, before its discharge, cooled in the second heat exchanger
HX2.

The cold side of the two heat exchanger HX1 and HX2 is fed
with water coming from the thermal utilities at 60°C and the tem-
perature of the water sent to the thermal utilities is here assumed
equal to 90°C �typical values for residential heating�. In both heat
exchangers, the minimum temperature difference between the hot
gas outlet and the cold water inlet is assumed equal to 15°C.
Thanks to this, the cooler employment is necessary when a second
compressor inlet temperature lower than 75°C is required.

It should be noted that, the BAGT power plant may be built
adding, to an existing gas turbine, an expander stage �from ambi-
ent pressure to p4) and a second compressor; this permits to not
redesign all the gas turbine, but only the additional stages strongly
reducing the investment costs.

With regard to the cooler, the temperature of the cooling water
coming in is assumed equal to 15°C �ambient temperature in tem-
perate climate� and its maximum temperature rise equal to 10°C
�typical value compatible with environmental impact�; moreover,
the hot gas outlet temperature T5 is imposed equal to 50°C �to
avoid water condensing�.

In Table 1, the key parameters assumed for the design perfor-
mance evaluation and for the BAGT power plant dimensioning
are reported. In particular, the first compressor pressure ratio and
the pressure at the turbine outlet are imposed equal to 22 and 0.5
bar, respectively; these values are chosen to maximize the electric
efficiency of the BAGT as shown in �5�. It should be noted that
the values assumed are typical for small size gas turbine ranging
from 5 to 15 MWel.

Contributed by the International Gas Turbine Institute �IGTI� of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERS for publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Amsterdam, The Neth-
erlands, June 3–6, 2002; Paper No. 2002-GT-30557. Manuscript received by IGTI,
Dec. 2001, final revision, Mar. 2002. Associate Editor: E. Benvenuti.
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Utilizing the above presented data, the BAGT cogenerative per-
formance and main dimensions have been evaluated and summa-
rized in Table 2. Some of these results are reported per first com-
pressor inlet air mass flow rate ṁ1 . They have been checked for a
ṁ1 range from 15 to 50 kg/s �corresponding to an electric power
ranging from 5 to 15 MWel being Pel /ṁ1�304 kJ/kg as shown in
Table 2�.

In Table 2, the utilization factor (�u) and the Energy Saving
Index �ESI� are also reported: �u is the sum of the electric and the
thermal efficiencies and ESI is evaluated utilizing the following
expression:

ESI�1�
1

� �el

�el*
�

� th

� th*
� �1�

1

�el� 1

�el*
�

Q th

Pel

1

� th*
� (1)

where �el* and � th* �electric and thermal reference efficiencies� are
assumed equal to 0.37 and 0.85, �3�.

The energy saving index is a direct measure of savings in fuel
consumption and it is an important thermodynamic parameter of
interest; in fact, the amount of fuel saving has major impact on the
economics of a cogeneration plant, since 80% of the operating
cost can be attributed to the cost of fuel in a gas turbine based
cogeneration plant. ESI expresses the relative variation of the fuel

power consumption in two separate plants producing the same
electric and thermal power output of the cogeneration plant, and
the fuel power consumption in the process plant.

Finally, in Table 2, the equivalent cooling water mass flow rate
� is also shown.

It should be noted that HX2, because of the low exhaust gas
temperatures �varying from 141 to 75°C�, exchanges about
1.3 kWth /m2 whereas HX1 reaches 3.7 kWth /m2; in this last case,
the hot gas inlet and outlet temperatures are equal to 331°C and
75°C, respectively.

Influence of the Thermal Power Variation on the BAGT
Performance. As mentioned, the thermal load requested from
the thermal utilities may vary during the day and/or the year.

In the BAGT cogenerative power plant it is possible to reduce
the thermal load of about 20% �leading the heat to power ratio,
Q th /Pel , from 1.14 to 0.90�, bypassing the second heat exchanger
with the bypass lock BL2, without any variation on the BAGT
electric performance.

When a further reduction is required, the first heat exchanger
must be progressively bypassed operating on BL1. Bypassing
HX1, the cooler inlet temperature T4 increases and, consequently,
T5 grows. Nevertheless, to not penalize the BAGT electric effi-
ciency, the temperature at the second compressor inlet should be
kept at its design value to not increase the second compressor
work. To maintain T5 close to 50°C, the cooler surface area SCL
must be over dimensioned �the second compressor inlet tempera-
ture depends on the cooler surface area� with respect to the value
reported in Table 2.

In the present analysis, three different cooler surface areas are
considered:

• Case A: cooler dimensioned to cool the hot gas from 75°C to
50°C �case of Table 2�.

• Case B: cooler designed to have a second compressor inlet
temperature equal to 140°C when the HX1 is completely by-
passed (Q th�0);

• Case C: cooler designed to keep the second compressor inlet
temperature equal to 50°C also when the first heat exchanger
HX1 is completely bypassed �gas temperature at the cooler
inlet equal to 331°C�.

Fig. 1 Schematic layout of a below ambient pressure dis-
charge gas turbine „BAGT… in cogenerative application

Table 1 Key design parameters

Ambient Conditions
First compressor inlet temperature 15°C
Ambient pressure 1.013 bar
Relative humidity of inlet air 60%
BAGT Cycle Parameters
First compressor pressure ratio 22
First compressor polytropic efficiency 0.87
Turbine inlet temperature 1150°C
Expansion polytropic efficiency 0.87
Outlet turbine pressure 0.5 bar
Second compressor inlet temperature 50°C
Second compressor polytropic efficiency 0.87
Thermal Utility Temperature Levels
Process water cold temperature 60°C
Process water hot temperature 90°C
General Data
Heat exchanger pressure drop �related to the
inlet pressure value�

2%

Overall heat transfer coefficient �typical
value for a countercurrent gas/water HX
with water inside finned tube�

45 W/m2°C

Mechanical efficiency 0.98
Combustion efficiency 0.99

Table 2 BAGT design performance

Electric power per inlet air mass flow rate,
Pel /ṁ1 304

kWel

kg/s
HX1 thermal power per inlet air mass flow
rate, Q th,HX1 /ṁ1 277

kWth

kg/s
HX2 thermal power per inlet air mass flow
rate, Q th,HX2 /ṁ1 69

kWth

kg/s
Total thermal power per inlet air mass flow
rate, Q th /ṁ1 346

kWth

kg/s
HX1 surface area per inlet air mass flow
rate, SHX1 /ṁ1 76

m2

kg/s
CL surface area per inlet air mass flow rate,
SCL /ṁ1 14

m2

kg/s
HX2 surface area per inlet air mass flow
rate, SHX2 /ṁ1 52

m2

kg/s
Electric efficiency, �el 40.1%
Thermal efficiency, � th 45.7%
Utilization factor, �u 85.8%
Energy Saving Index, ESI 39.6%
Heat to power ratio, Q th /Pel 1.14
Expander outlet temperature, T4 331°C
Second compressor outlet temperature, T6 140°C

Equivalent cooling water mass flow rate, � 20.8
kg/s

MWel
°C
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It should be noted that, in every case, the thermal power is
regulated with the cooling water mass flow rate variation as
shown in the following.

Moving from Case C to Case A, the cooler surface area de-
creases. In particular, to keep the second compressor temperature
equal to 50°C �Case C�, a CL surface area (SCL) of about 54 m2

per mass flow rate of exhaust gas entering in the CL, is needed;
this value is reduced at 26 m2/�kg/s� and 14 m2/�kg/s� for Case B
and A, respectively.

During thermal part load, the first compressor and the combus-
tor are however operated in design condition while, the heat ex-
changers, the expander, the cooler and the second compressor will
be run in off-design mode.

In particular, as regards the second compressor part-load, being
the rotational speed constant, the inlet volume flow rate is almost
constant and C2 inlet pressure may be evaluated from the follow-
ing equation �good for ideal gas�:

p5�p5,des

ṁ5T5

ṁ5,desT5,des
. (2)

It should be noted that C2 inlet mass flow rate is constant be-
cause of its dependence on C1 rotational speed. As a consequence,
the pressure at the C2 inlet depends on T5 (p5 versus T5 is plotted
in Fig. 2�.

Moreover, as far as the C2 polytropic efficiency is concerned,
even though p5 /p5,des significantly varies �reaching its highest
values at Q th�0), the C2 polytropic efficiency variation does not
significantly affect the second compressor work because of the
low C2 pressure ratio.

As far as the part load of the heat exchangers and the cooler are
concerned, the overall heat transfer coefficient is assumed to be
variable with the mass flow rates, �6�.

Figure 3 shows T5 , T4 and T4 trends versus Q th /Pel for the
three different cases above mentioned: in case C, T5 and T4 are
constant whereas, for case B, when Q th /Pel goes down to 0.73, T5
and T4 exceed 50°C and 331°C, respectively. Likewise, for Case
A, T5 and T4 increase when Q th /Pel goes down to 0.90.

It should be noted that, when Q th�0, T4 and T4� coincide be-
cause HX1 is completely bypassed.

Figure 4 reports the specific thermal power produced by the
first and second heat exchangers (Q th,HX1 /ṁ1 and Q th,HX2 /ṁ1)
and the one discharged by the cooler (Q th,CL /ṁ1) to the ambient,
versus Q th /Pel and for the three cases considered.

As mentioned, the reduction in heat-to-power ratio from 1.14 to
0.90, is done operating on HX2, while to further decrease Q th , the
first heat exchanger must be by-passed increasing the heat dis-
charged by CL.

With regard to the BAGT electric performance, in Fig. 5, the
electric efficiency trend versus Q th /Pel for the three cases consid-

ered, is reported. The dotted lines of Fig. 5 represent the curves at
energy saving index �ESI� constant. It should be noted that the
bypass of the first and second heat exchangers, reducing the pres-
sure drop at the turbine and at the second compressor discharge,
slightly increases the BAGT electric efficiency. On the contrary,
the second compressor inlet temperature increase influences nega-
tively the work spent in C2 to re-compress the exhaust gas to the
ambient pressure; when T5 exceeds 50°C, the BAGT electric ef-
ficiency strongly decreases. Obviously, Case A is the worst one
since T5 reaches the highest temperature here considered �about
250°C�.

Fig. 2 Second compressor inlet pressure versus second com-
pressor inlet temperature

Fig. 3 Expander outlet, cooler and second compressor inlet
temperatures „T4 , T4� , and T5… versus heat-to-power ratio

Fig. 4 Specific thermal power exchanged in the heat exchang-
ers and in the cooler versus heat-to-power ratio

Fig. 5 BAGT electric efficiency versus heat-to-power ratio
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When the BAGT is producing the maximum thermal power, the
cooling water mass flow rate through the cooler is the minimum
one; this condition lasts till Q th /Pel reaches 0.90. Reducing the
Q th /Pel ratio under 0.90, the thermal power discharged by the
cooler (Q th,CL) increases reaching its maximum value when
Q th /Pel is equal to zero �Fig. 4�.

As mentioned, the cooler is fed with cooling water to decrease
the temperature of the hot gas passing through it. Obviously, the
cooling water mass flow rate, ṁcw , depends on the Q th /Pel ratio
and on the cooler design case considered. Figure 6 shows the
trend of the equivalent cooling water mass flow rate � defined as

��
ṁcw�Tcw

Pel
. (3)

The equivalent cooling water mass flow rate represent the cool-
ing water required, per power output, when the cooling water
temperature rise is equal to 1°C.

On the basis of the data reported in the figure, it is possible to
evaluate the maximum cooling water requirements to operate the
BAGT without heat production (Q th /Pel�0); supposing a maxi-
mum water cooling temperature rise of 10°C, the maximum
ṁcw /Pel varies from about 23.4 to 14.5 (kg/s�/�MWel), depending
on the case considered. In particular, moving from Case C to Case
B, the cooling water requirements reduce of about 12.0% �from
23.4 to 20.6 (kg/s�/�MWel)) and the electric efficiency �Fig. 5�
goes down from 0.408 to 0.379 ��7.1%�. Moving from Case C to
A, the cooling water needs and the electric efficiency reductions
are of about 38.0% and 10.5%, respectively.

It should be noted that, besides for the cooling water utilization,
the Case A is more convenient, with respect to Case B and C, for
the lower cost of the cooler due to the lower surface area
��46.0% respect to Case B and �74.0% to Case C�.

To conclude the BAGT thermal part load analysis, it should be
highlighted that the choice among the different cooler design
cases presented depends on the thermal utility features; for a co-
generative application in which Q th /Pel is always over 0.90 the
Case A is more convenient since the electric efficiency last around
its maximum value and the cooler dimension is the minimum one.

Otherwise, if the thermal load greatly varies and Q th /Pel falls
below 0.90 or 0.73 for a large part of the year, the choice among
the different cases depends on economic cooler cost and on the
thermal power requirement trend.

Cogenerative Applications in 5–15 MW Size
As mentioned and known, the cogenerative power plants are

often involved to produce variable thermal power to satisfy the
thermal utility needs �as happens for example in the residential
heating�.

Usually, in a gas turbine �GT� cogenerative application, the
thermal load does not influence the GT electric efficiency while

on the contrary, in a combined cycle �CC� cogenerative applica-
tion, the CC electric performance depends on the steam bled from
the steam turbine.

In this paragraph, the BAGT cogenerative performance above
evaluated will be compared with those obtainable with gas turbine
and combined cycle cogenerative power plants. This comparison
will be carried out considering GT and CC power plants within
the same electric range of the BAGT �5 to 15 MWel).

In Fig. 7, the electric efficiency of existing gas turbines ��� and
combined cycles ��� are plotted versus the plant electric power,
�7�. In this electric power range, the gas turbine electric efficiency
ranges from 0.27 to 0.35, while the combined cycle one varies
from 0.36 to 0.42.

The Gas Turbine Cogenerative Application. As known, the
cogenerative application of a gas turbine consists in the employ-
ment of a heat recovery �HR� fed with the exhaust gas discharged
from the GT. The thermal power that may be recovered depends
on the gas turbine outlet temperature, on the exhaust gas mass
flow rate and on the thermal utility temperature levels. Supposing,
as assumed in the BAGT cogenerative application, a thermal util-
ity hot temperature equal to 90°C, a cold temperature equal to
60°C and a minimum temperature rise in the heat recovery equal
to 15°C �it means that the heat recovery discharge temperature,
THR,o , is imposed equal to 75°C�, the maximum thermal power
produced from a GT may be evaluated as

Q th,max�ṁGT,o�h�TGT,o��h�THR,o�� . (4)

The electric efficiencies of existing gas turbines, �7�, are re-
ported in Fig. 8 versus the ratio between the value evaluated from
Eq. �4� and the electric power; in the same figure the BAGT
cogenerative performance are also shown �dotted lines�.

As it is possible to note from Fig. 8, for the gas turbine cogen-
erative applications, the maximum Q th /Pel values decrease with
the electric efficiency increase: for the highest �el values, Q th /Pel
is equal to 1.5 while, for the lowest ones, Q th /Pel reaches 2.2.
Thanks to this, all the gas turbine cogenerative applications
present ESI values included within 0.30–0.35; these values are
lower than the maximum obtainable with the BAGT �circle point�.

It should be noted that, the triangles in Fig. 8 represent the GT
working conditions at maximum heat production; reducing Q th the
electric efficiency maintains quite constant �bypassing the HR the
GT back pressure lightly decreases�.

Moreover, it should be noted that the heat recovery surface area
SHR , per exhaust gas mass flow rate ṁGT,o , is linked to the gas
turbine outlet temperature TGT,o as expressed by the following
equation �neglecting the gas composition on the specific heat
evaluation�:

Fig. 6 Equivalent cooling water mass flow rate versus heat-to-
power ratio

Fig. 7 Gas turbine „GT… and combined cycle electric efficien-
cies versus electric power
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SHR

ṁGT,o
�

cpm�TGT,o�75�

U

TGT,o�75

TGT,o�105
ln

TGT,o�90

15
. (5)

For the gas turbines here considered, being TGT,o , within 450
and 550°C, the average SHR /ṁGT,o value, evaluated assuming
TGT,o�500°C, is equal to 88 m2/�kg/s�. In Table 3 the BAGT
surface areas, referred to the one of a HR with inlet temperature
equal to 500°C, are reported. The results shown in the last row
highlight that the total BAGT surface area is higher than that
required from the heat recovery disposed at the GT outlet. Never-
theless, as is possible to evaluate from the third-last row, remov-
ing the second heat exchanger and designing the cooler as sug-
gested in Case A, the total BAGT surface area is greater than SHR
of about 2%. In this case, for the BAGT, the maximum Q th /Pel is
limited to 0.90 �square point in Fig. 8�, the electric efficiency lasts
considerably higher than the GT one and the ESI is quite the
same.

When a reduction in thermal power production is required, the
BAGT-C can operate without significant variation in the electric
performance as happened for the GT cogenerative application.

On the contrary, for BAGT-A, an electric efficiency decrease
occurs when Q th decreases. Nevertheless, the minimum �el value
�reached at Q th�0) is greater than the maximum obtained with a
GT.

It should be noted that BAGT needs cooling water for its ther-
mal part load operation, whereas the GT can operate without
make-up water.

The Cogenerative Combined Cycle Application. Generally,
in the power size here considered (5 – 15 MWel), the existing
combined cycle power plants present a one pressure level bot-
tomer and steam turbine inlet temperature around 450°C. In these
plants, an extraction steam turbine may be employed to produce
thermal power. The choice of the pressure at which the steam is
bled from the steam turbine is linked to the thermal utility tem-
perature levels and affects the CC thermal and electric perfor-

mance; increasing the bleed pressure, the thermal power that may
be produced grows, but consequently the electric efficiency
reduces.

For the comparison with the BAGT, a combined cycle, with the
features above described and with an electric power equal to 9
MW �circled one in Fig. 7�, has been chosen. The CC is designed
at the maximum electric power production. In Fig. 9, the three
continuous lines show the CC electric efficiency trends, versus
Q th /Pel , evaluated assuming the same thermal utility temperature
levels considered for BAGT and GT cogenerative applications
and imposing three different bleed pressures equal to 2, 5, and 15
bar, respectively �all these values are compatible with the thermal
utility temperature levels�. The dotted lines represent the BAGT
electric efficiencies above evaluated for the three different cooler
design cases. As the figure shown, in the combined cycle cogen-
erative applications, the maximum Q th /Pel increases with the
bleed pressure, whereas the electric efficiency decreases. Compar-
ing the CC results with the BAGT ones is possible to highlight
that, BAGT-C always presents electric efficiency higher or equal
�when Q th�0) than the CC one. As far as BAGT-A and BAGT-B
are concerned, their electric efficiencies are greater than the CC
one for the highest Q th /Pel values and less for the lowest ones.

Water Consumption and Cooling System. The results pre-
sented in Fig. 9 are evaluated considering a condenser pressure
equal to 0.070 bar. This value is typical for a once through open-
loop water cooling system. Supposing, a cold cooling water tem-
perature equal to 15°C, the equivalent cooling water mass flow
rate trend, versus Q th /Pel , is shown in Fig. 10 �continuous lines�.

As happened for the CC cogenerative application, also in the
BAGT a cooling system must be present: in the BAGT the cooling
water feeds the cooler to decrease the exhaust gas temperature
before its recompression, whereas in the CC it is utilized to con-
dense the steam discharged from the steam turbine. In Fig. 10, the
BAGT equivalent cooling water consumption is also reported
�dotted lines�.

Figure 10 shows that, for both power plants, reducing Q th /Pel
the equivalent cooling water consumption increases reaching its
maximum value for Q th�0. Moreover, in the CC case, increasing
the bleed pressure, the CC equivalent water consumption
increases.

It should be noted that, BAGT-C and BAGT-B present equiva-
lent cooling water consumption always greater than that one of a
combined cycle. On the contrary, the equivalent cooling water
consumption of BAGT-A is quite the same of the combined cycle
one for Q th /Pel�0.38, but lower when Q th /Pel�0.38.

Fig. 8 Gas turbine electric efficiency versus heat-to-power
ratio

Table 3 Comparison between BAGT and GT exchanger sur-
face areas

Case A Case B Case C

SHX1 /SHR 0.86 0.86 0.86
SCL /SHR 0.16 0.29 0.61
(SHX1�SCL)/SHR 1.02 1.15 1.47
SHX2 /SHR 0.59 0.59 0.59
(SHX1�SHX2�SCL)/SHR 1.61 1.75 2.07

Fig. 9 Combined cycle „CC… electric efficiency versus heat-to-
power ratio for different bleed pressure
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The water consumption may represent a big problem for the CC
and BAGT installation. To reduce the water consumption, both for
BAGT and CC, a mechanical draft cooling tower may be em-
ployed, whereas to annul the water consumption, a dry cooling
tower should be installed.

In the sequel, the results obtained examining these different
cooling systems are presented and compared. These results, in
terms of cogenerative performance and main cooling system di-
mensions, refer to a CC and to a BAGT both producing an electric
power of about 9 MWel.

In Tables 4, 5, and 6, the main cooling system dimensions and
the electric performance of a CC and a BAGT, are shown. In
particular, for the BAGT, only two of the three cooler design cases
above presented are now considered �Case A and Case C�.

In Table 4, the maximum cooling water consumption, the maxi-
mum electric efficiency and the condenser and cooler surface ar-
eas are reported considering a once through open loop system
with the cooling water features already presented. It must be re-
membered that, the CC and the BAGT-C have their maximum
electric efficiency when Q th /Pel�0, whereas the BAGT-A when
Q th /Pel�0.90. Moreover, for all the power plants, the maximum
cooling water mass flow rate is evaluated at Q th�0.

It should be highlighted that the lower condenser dimension,
with respect to cooler, depends on different overall heat transfer
coefficient. Nevertheless, the condenser cost per surface area is
about 2–3 times the cooler one, �6�, and then the ratio between the
costs is lower than the ratio between the cooler and condenser
surface areas.

Table 5 refers to the case of a cooling system with mechanical
draft cooling tower. In this case, it was assumed a cold cooling
water temperature equal to 21°C and a temperature rise �Tcw
�17°C. As a consequence, the condenser pressure increases to
0.077 bar �reducing the CC electric performance of about 0.5%�
as well as the cooler and condenser surface areas �without how-
ever any reduction in the BAGT electric efficiency�.

How it is possible to note comparing Table 5 with Table 4, the
maximum water consumption reduces, in all the cases, of about 60
times. On the contrary, the condenser surface area increases of
about 150%, while the cooler one grows of about 26% and 8% for
Case A and C, respectively.

Moreover, in Table 5, the number of cooling towers required in
the three power plants is reported considering, in all cases, the
same cooling tower dimension �with a volume equal to 17.6 m3�.

Finally, Table 6 refers to the case of a cooling system with dry
cooling towers. In this case, assuming a cold cooling water tem-
perature equal to 33°C and a temperature rise �Tcw�12°C, the
condenser pressure may be assumed equal to 0.11 bar. As a con-
sequence, the CC electric performance decreases and SCL in-
creases. Moreover, a BAGT electric efficiency reduction, due to
the electric power absorbed by the cooling tower fans, occurs.

It should be noted that, in all the cases, no make up water is
now required. With respect to the case of Table 4, the condenser
surface area increase of about 157% whereas, SCL grows of about
78% and 30% for BAGT-A and BAGT-C, respectively. As far as
the cooling towers are concerned, these are bigger than the wet
ones and, for CC and BAGT-C, their number increase to 4 and 5,
respectively.

Conclusions
In the present paper, an analysis of a cogenerative application

of a Below Ambient pressure discharge Gas Turbine �BAGT�,
operating with variable thermal power production, has been pre-
sented. Moreover a comparison among BAGT, gas turbine and
combined cycle cogenerative applications has been carried out
within a power range varying from 5 to 15 MWel.

The main results may be summarized as follows:

• The maximum Q th /Pel value for a BAGT, designed at maxi-
mum electric efficiency �that is equivalent at ESI maximum
condition as reported in �5��, is around 1.14 or, removing the
second heat exchanger, around 0.90. These values are inter-
mediate between those of a combined cycle �ranging from
0.50 to 0.80� and those a gas turbine �that reach 2.2�.

• The maximum BAGT electric efficiency �0.408� is strongly
higher than those of a GT �0.27–0.35� and comparable with
the combined cycle maximum ones �0.36–0.42�.

Comparing BAGT with gas turbine, it should be highlighted
that

Fig. 10 Equivalent cooling water mass flow rate versus heat-
to-power ratio: comparison BAGT versus CC

Table 4 Comparison between CC and BAGT cooling systems:
case of an open loop water cooling system

CC

BAGT

„Case A… „Case C…

Maximum cooling water
consumption �kg/s�

155 129 202

Maximum electric efficiency 0.410 0.405 0.408
Condenser surface area �m2� 110 ¯ ¯

Cooler surface area �m2� ¯ 410 1580

Table 5 Comparison between CC and BAGT cooling systems:
case of wet cooling towers

CC

BAGT

„Case A… „Case C…

Maximum cooling water
consumption�kg/s�

2.53 2.93 3.32

Maximum electric efficiency 0.408 0.405 0.408
Condenser surface area �m2� 275 ¯ ¯

Cooler surface area �m2� ¯ 516 1711
Number of cooling towers�1� 3 1 4

�1�single cooling tower volume: 17.6 m3

Table 6 Comparison between CC and BAGT cooling systems:
case of dry cooling towers

CC

BAGT

„Case A… „Case C…

Maximum electric efficiency 0.399 0.403 0.401
Condenser surface area �m2� 283 ¯ ¯

Cooler surface area �m2� ¯ 730 2062
Number of cooling towers�1� 4 1 5

�1�single cooling tower volume: 405 m3
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• when the thermal power is varying, the electric efficiency of
the BAGT-C �biggest cooler surface area� lasts around its
maximum value as happens for the gas turbine cogenerative
applications. Nevertheless, the BAGT total surface area �HX1
�CL�HX2� is about twice of the GT heat recovery. It should
be observed that, assuming an electric power size around
10 MWel, being the average specific cost of a gas/water heat
exchanger �in the size range 500–2500 m2� equal to 180 $/m2

�6�, the additional cost of the cooler, with respect to HR cost,
represents only the 4% of the gas turbine total cost �around
400 $/kW�. This cost may be then considered not remarkable
and does not alter the economic results obtained in �4�. For its
thermal part load operation, the BAGT-C needs significant
cooling water not requested by the GT. Nevertheless, this
water consumption may be annul employing dry cooling tow-
ers that increase the BAGT-C cost of about 650 k$ �tolerable
cost considering the fuel saving due to the higher electric
efficiency with respect to a GT�.

• designing the cooler with the minimum surface area �BAGT-
A�, the cooler and the dry cooling tower costs reduce, with
respect to BAGT-C, of about 3 and 5 times, respectively.
Moreover, the BAGT-A electric efficiency is higher than the
maximum obtainable with a GT even if is lower than the
BAGT-C one.

Comparing BAGT with combined cycle, it should be observed
that

• the BAGT presents, as above mentioned, comparable electric
efficiency and lower costs being absent expensive devices as
the steam turbine, the super heaters, etc. Moreover, the
BAGT is more convenient for cogenerative applications with
respect to combined cycle since reaches higher ESI value
�around 0.40�.

• in the BAGT-C, the maximum cooling water consumption is
higher than the combined cycle one of about 30%. Moreover,
if wet or dry cooling towers are employed, the number of
towers requested by BAGT-C is greater than that requested
by a combined cycle.

• on the contrary, with BAGT-A, the water consumption is
quite the same and the cooling tower number decisively
lower than the CC one. Nevertheless BAGT-A results conve-
nient with respect to combined cycle only if, for the most part
of the time, the thermal load lasts at relevant values.

It should be highlighted that, the BAGT power plant may result
more attractive if it is built modifying an existing gas turbine
�adding a further expander stage and the second compressor�; this
may permit to not redesign the whole plant reducing the invest-
ment costs.

The problems connected to the transformation of a gas turbine
into a BAGT are now under study and will be presented in a next
paper.

Nomenclature

cpm � average specific heat
F � LHV fuel power supplied
h � specific enthalpy

ṁ � mass flow rate
Pel � electric power output

p � pressure
Q th � thermal power

S � exchange surface area
T � temperature
U � overall heat transfer coefficient

�el � Pel /F , lower heating value electric efficiency
� th � Qth /F , lower heating value thermal efficiency
�u � �el�� th , LHV fuel utilization coefficient
� � ṁcw�Tcw /Pel , equivalent cooling water mass flow

rate: ṁcw required, when the cooling water tempera-
ture rise is equal to 1°C, per power output

Subscripts and Superscripts

cw � cooling water
CL � cooler

C � compressor
des � design condition
GT � gas turbine
HR � heat recovery
HX � heat exchanger
max � maximum

o � outlet
* � reference value

Acronyms

BAGT � below ambient pressure discharge gas turbine
BL � bypass Lock

C � compressor
CC � combined cycle
CL � cooler

ESI � energy saving index
GT � gas turbine
HR � heat recovery
HX � heat exchanger

T � turbine
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A Feasibility Study of Inverted
Brayton Cycle for Gas Turbine
Repowering
In the paper a feasibility study of inverted Brayton cycle (IBC) engines, for the repower-
ing of existing gas turbines, is presented. The following main phases have been carried
out: (i) identification of the more suitable gas turbines to be repowered by means of an
IBC engine; (ii) designing of the IBC components. Once the IBC engines for the candidate
gas turbines were designed, an analysis has been developed to check the possibility to
match these engines with other gas turbines, similar to those for which the IBC engines
have been designed. In all the analyzed cases the evaluated performance result only
slightly worse than that obtainable by repowering the same gas turbine with IBC engines
ad hoc designed. �DOI: 10.1115/1.1765121�

Introduction
Disposing of a hot gas at ambient pressure �like the gas turbine

exhaust gas�, a net positive specific work can be obtained first by
expanding the gas below ambient pressure, then by cooling it and,
finally, by recompressing it up to the ambient pressure. All these
thermodynamic transformations may be performed by an ex-
pander, an heat exchanger and a compressor, and this ‘‘cycle’’ is
commonly named inverted Brayton cycle �IBC�, �1�.

In a previous authors’ paper, the performance of IBC engines
working with the gas exhausted by existing gas turbines has been
evaluated, �2�.

In the present paper a feasibility study of the IBC engines, for
the repowering of existing gas turbines, is presented. The follow-
ing main phases have been carried out:

�i� identification of the gas turbines more suitable to be repow-
ered by means of an IBC engine. This phase requires the
evaluation of the performance which can be obtained by
applying IBC engines to the gas turbines available on the
market, and the selection, as candidate machines, of the
most widespread gas turbines on the market which allow the
highest performance gain;

�ii� designing of the IBC components. This phase mainly in-
volves the design of the IBC compressor and expander.

Once the IBC engines for the candidate gas turbines were de-
signed, an analysis has been developed to check the possibility to
match these engines with other gas turbines, similar to the ones
for which the IBC engines have been designed. This phase of the
study involves the performance evaluation of these last gas tur-
bines repowered by using IBC engines not designed for them,
considering that these systems �gas turbine and IBC engine� work
in off-design conditions, due to the gas temperature and mass flow
rate at the IBC entry different from design.

IBC Overview
The IBC is an engine thermodynamic cycle in which a gas is

expanded from high temperature and ambient pressure to subat-
mospheric pressure, cooled, recompressed to ambient pressure
and, finally, discharged, �1�. In Fig. 1 the schematic layout of an
IBC engine is shown.

The employment of an IBC engine may result convenient when
a free flow of hot gas at ambient pressure is available and when
the heat exchanged, to cool the gas, can be exploitable for cogen-
erative applications. A typical IBC employment is as bottomer of
an existing engine, such as a reciprocating internal combustion
engine �diesel, gas or gasoline fueled� or a gas turbine. A detailed
analysis of IBC employment in cogenerative applications and, in
particular, when the topper is a gas turbine, is reported in �2�.

The results obtained in �2� show that, for each combination of
expander inlet temperature (TIE), compressor inlet temperature
(TIC) and compressor and expander efficiencies, a value of the
expander outlet pressure (pOE), that maximize the IBC specific
work, can be determined. These results are summarized in Figs. 2
and 3, which report the curves of the expander outlet pressure
(pOE), versus expander inlet temperature, at maximum IBC spe-
cific work, for two couples of compressor and expander polytropic
efficiency values, 0.86 and 0.90, respectively. Moreover, the
curves relative to 95% of maximum specific work are also shown.
All the curves are obtained for a compressor inlet temperature
TIC�50°C. All the calculations have been performed using com-
mercial software packages, �3,4�, assuming the values reported in
Table 1.

From Figs. 2 and 3 it can be noted that, for pOE�0.35 bar and
for all the expander inlet temperature (TIE) considered, the ob-
tained IBC specific work is always higher than 95% of its maxi-
mum value.

IBC for Gas Turbine Repowering
In order to evaluate the performance obtainable by repowering

existing gas turbines with IBC engines, a preliminary analysis of
gas turbines available on the market has been performed to high-
light the existing gas turbines that permit the highest improvement
in efficiency and specific work with the IBC repowering.

In Figs. 4–6 the values of gas turbine outlet temperature (TOGT
that is TIE , when the GT is matched with the IBC�, LHV electric
efficiency and specific work versus gas turbine power size are
reported, respectively, for gas turbines available on the market
with a power size lower than 50 MW, �4–7�.

Performances Obtainable by Repowering Existing Gas Tur-
bine With IBC Engines. The performance obtainable by re-
powering the considered existing gas turbines with IBC engines
have been evaluated by using commercial software packages,
�3,4�.

For the calculations, the gas turbines have been grouped in four
power size classes (0.5�2.5 MW, 2.5�15 MW, 15�35 MW and
35�50 MW) and, for each class, the IBC compressor and ex-
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Fig. 1 Inverted Brayton cycle „IBC… schematic layout

Fig. 2 Expander outlet pressure „pOE… versus expander inlet
temperature „TiE… for �pCÄ�pEÄ0.86

Fig. 3 Expander outlet pressure „pOE… versus expander inlet
temperature „TiE… for �pCÄ�pEÄ0.90

Fig. 4 Gas turbine outlet temperature „TOGT… versus gas tur-
bine power size

Fig. 5 LHV electric efficiency versus gas turbine power size

Fig. 6 Gas turbine specific work versus gas turbine power
size

Table 1 Key parameters

Heat exchanger pressure drop 2%
Mechanical efficiency 0.98

Working fluid composition �vol. fraction�
O2 0.1502

CO2 0.0276
N2 0.7602
Ar 0.0091

H2O 0.0529
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pander polytropic efficiencies have been assumed equal among
them, according to the values reported in Table 2.

The calculations have been performed considering a compres-
sor inlet temperature TIC�50°C and an expander outlet pressure
pOE�0.35 bar. The temperature TIC�50°C is obtainable by us-
ing an intercooler fed with ambient cooling water. Moreover, as
shown in Figs. 2 and 3, if pOE is assumed equal to 0.35 bar, the
IBC specific work is always higher than 95% of its maximum
value for expander inlet temperature �i.e., gas turbine outlet tem-
perature� ranging from 450 to 600°C and IBC compressor and
expander polytropic efficiencies ranging from 0.86 to 0.90.

The results of the calculations are reported in Fig. 7, in terms of
percentage electrical power increase due to the IBC employment
(�P IBC) versus gas turbine power size. Obviously, the percentage
electrical power increase coincides with the increase in electric
efficiency. It can be noted how the percentage increase in electri-
cal power reduces by augmenting gas turbine power size, since
the gas turbine specific work increase with size is higher than the
IBC specific work variation.

IBC Preliminary Design
In order to evaluate the feasibility of IBC engines for gas tur-

bine repowering, an IBC preliminary design has been carried out
with reference to gas turbine models opportunely selected.

The criteria adopted for GT selection have been:

�i� the GT model widespread, �5–7�;
�ii� the possibility to adopt the IBC designed for one GT model

for the repowering of other GT models �indicated in the
follow as OGTMs, other gas turbine models�.

As far as this last point is concerned, the main problem for the
employment of an IBC as bottomer of OGTMs is that both IBC
and OGTM work in off-design conditions. In fact, the IBC ex-
pander usually works near to choking conditions and so, the cor-
rected mass flow rate at the expander inlet ��� can be assumed
constant. As a consequence, if an IBC is matched with an OGTM
with different exhaust gas mass flow rate and/or temperature than

those used for the IBC design, the pressure at the expander inlet
�i.e., the pressure at the OGTM outlet� varies to maintain constant
the corrected mass flow rate. Nevertheless, the OGTM outlet pres-
sure variation must be limited to assure acceptable gas turbine
operating conditions. Therefore, the following range for the
OGTM outlet pressure has been assumed as admissible:

0.933�pOGT�bar��1.063.

This means that the maximum backpressure admitted at the
OGTM outlet is equal to 5000 Pa while the maximum depression
is equal to 8000 Pa.

In order to evaluate the gas turbines which may be matched
with a same IBC, the corrected mass flows at the gas turbine
outlet for all the GTs considered have been calculated and com-
pared each other. In particular, the corrected mass flow at the gas
turbine outlet has been evaluated by using the following equation:

��ṁ
��

	

where

• 	�pOGT /p ref�1, since it has been assumed pOGT�p ref
�1.013 bar,

• ��TOGT /T ref , with T ref�790 K �517°C� that is the average
TOGT value for all the GT considered.

Figures 8–11 show the corrected mass flow for the four GT
power size classes considered. In each figure the GTs chosen for
IBC design are written with bold characters. The OGTMs with
which the IBC can be matched �i.e., the OGTMs for which the
outlet pressure in the off-design conditions is contained within the
range above mentioned� are instead written with plain characters.
The bars without labels refer to gas turbines which cannot be
matched with the designed IBC, since for these engines the pOGT
is out of the above mentioned range.

As shown in Figs. 8–11, six GT models have been selected for
IBC design which allows to match the designed IBC engines to 23
OGTMs.

The design of the six IBC engines has been performed by using
a computational code developed by the authors, which procedure
is described in detail in �8�.

Compressor Design. For the compressor design, the first ro-
tor blade tip speed and the compressor inlet axial velocity have
been assumed equal to 450 m/s and 150 m/s, respectively, in order
to obtain the first rotor hub to tip ratio higher than 0.4 and five
compressor stages. Moreover, it has been assumed a constant
mean diameter �D� for all the compressor stages and the poly-
tropic efficiency values reported in Table 2. Finally, the values of
the degree of reactions �R� reported in Table 3 have been assumed.

In the calculations the work reduction due to non-uniform dis-
tribution of axial flow velocity along radial direction has been
accounted by using the parameter called ‘‘work-done-factor,’’ �9�,
and the maximum allowable diffusion in each stage cascade has
been assessed by using the ‘‘de Haller’’ criteria, which has been
considered suitable for a preliminary design, �8�. This last criteria
imposes that, for each cascade, the ratio between outlet and inlet
flow velocity �relative and absolute for rotor and stator, respec-
tively� must be higher than 0.72.

The main results of compressor design, for the six IBC engines
considered, are reported in the Appendix �see Table A1�.

Expander Design. A single stage expander has been designed
by choosing the stage loading factor �
� and the flow factor ��� to
obtain the highest total-to-total efficiency with the constraint that
the value of the tip blade speed is limited to 450 m/s. The degree
of reaction has been set to obtain an axial absolute flow velocity at
the stage discharge by using the following equation:

R�1�



2
.

Fig. 7 Percentage electrical power increase due to the IBC
employment versus gas turbine power size

Table 2 IBC compressor and expander polytropic efficiencies
for the four gas turbine power size classes

Gas turbine power class �MW� �pC and �pE

0.5–2.5 0.86
2.5–15 0.87
15–35 0.88
35–50 0.89
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Figure 12 shows the points representative of the IBC expanders
in the Smith diagram, �10�. The stage efficiency determined by
using the Smith diagram has been corrected to account for the
blade tip clearance losses, �8,11�, by considering a clearance to
blade height ratio (/h) equal to 0.030 for all the IBC considered
except for the one designed for the smallest GT �KHI M1A-13�.
For this IBC expander /h has been assumed equal to 0.043 in
order to account for the expander size. The obtained polytropic
efficiency values are close to the ones reported in Table 2.

The main results of expander design, for the six IBC engine
considered, are reported in the Appendix �see Table A2�.

Performance Obtainable by Repowering Gas Turbines
With IBC

Once the six IBC engines for the selected gas turbines were
designed, the performance obtainable by matching these IBC with
the selected GT models and with the 23 OGTMs have been evalu-
ated. For the IBC off-design calculation the performance of IBC
compressors and expanders have been evaluated by using nondi-
mensional performance maps, predicted by means of scaling tech-
niques from performance maps of similar machines, �3,4,12�. In
particular, it has been assumed that the IBC expanders work in
choking conditions, and, so, with a constant inlet corrected mass
flow rate �.

The obtained performances, in terms of percentage electrical
power increase due to the IBC employment with respect to the
design GT electrical power are reported for all the 29 GTs con-
sidered in Figs. 13 and 14. The six GTs written with bold charac-
ters are the selected gas turbines for which the six IBC engines
have been designed, while the 23 OGTMs are indicated with plain
characters. In these figures the gray bars refer to the electrical
power increase obtainable by repowering the 23 OGTMs with the
six designed IBC engines, while the black bars refer to the elec-
trical power increase obtainable by repowering the 29 GTs with
IBC engines ad hoc designed. It can be noted how the improve-

Fig. 8 Corrected mass flow „GT chosen for IBC design: bold;
OGTMs to which the IBC can be matched: plain…

Fig. 9 Corrected mass flow „GT chosen for IBC design: bold;
OGTMs to which the IBC can be matched: plain…

Fig. 10 Corrected mass flow „GTs chosen for IBC design:
bold; OGTMs to which the IBC can be matched: plain…

Fig. 11 Corrected mass flow „GTs chosen for IBC design:
bold; OGTMs to which the IBC can be matched: plain…

Fig. 12 Smith diagram †10‡ with points representative of IBC
expanders

Table 3 Assumed degree of reactions for compressor design

Stage Degree of Reaction

1 0.87�0.89
2 0.70

�3 0.50
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ments obtainable by using IBC ad hoc designed are negligible and
how the percentage power increase �and so the electrical effi-
ciency increase� ranges from 10 to 30%.

Finally, in Table 4, the values of pressure and temperatures at
the IBC expander inlet and outlet are reported. It can be noted that
all these values refer to off-design condition except those of GTs
written in bold characters for which the IBC engines have been
designed.

Conclusions
In this paper, an analysis of the performance enhancement ob-

tainable by repowering existing gas turbines with inverted Bray-
ton cycle engines, has been developed.

This analysis has permitted the selection of some of the most
widespread gas turbines on the market, which allow the highest
performance gain. For these gas turbines, a preliminary design of
the main IBC components has been performed showing the feasi-
bility of this type of engines.

In particular, six gas turbines have been selected, in four differ-
ent power size classes, and six IBC engines have been ad hoc
designed.

Moreover, the possibility to match these IBC engines with other
gas turbines has been analyzed. The study has permitted to iden-
tify 23 gas turbines which can employ the designed IBC engines
for their repowering. The performance obtainable, in terms of per-
centage electrical power increase �and so of electrical efficiency
increase�, range from 10 to 30% and result only slightly worse
than that obtainable by repowering the same gas turbines with
IBC engines ad hoc designed.

This last result highlights how the design and built of IBC
engines may be convenient, also for third manufacturers, since a
single IBC engine can be employed for the repowering of more
gas turbine models.

Nomenclature

D � mean diameter
h � enthalpy, blade height

ṁ � mass flow rate
N � IBC engine rotational speed
p � total pressure
R � radius, degrees of reaction
T � total temperature
U � blade speed at the mean radius

Va � axial component of absolute flow velocity
V � absolute flow velocity
W � relative flow velocity
� � absolute flow angle
� � relative flow angle
	 � �pOGT /p ref

�h � stage total enthalpy variation
�P IBC � percentage electrical power increase due to the IBC

employment
 � clearance
� � Va /U flow factor
� � efficiency
� � TOGT /T ref
� � ṁ��/	 , corrected mass flow rate

 � �h/U2 stage loading factor

Subscripts and Superscripts

amb � ambient
C � compressor

Fig. 13 Percentage electrical power increase due to the em-
ployment of an IBC ad hoc designed „black bar… and of an IBC
designed for another GT „gray bar…. Gas turbine power range
up to 15 MW.

Fig. 14 Percentage electrical power increase due to the em-
ployment of an IBC ad hoc designed „black bar… and of an IBC
designed for another GT „gray bar…. Gas turbine power range
over 15 MW.

Table 4 Pressure and temperature off design values

pIE �bar� TIE �°C� pOE �bar� TOE �°C�

KHI M1A-13 1.013 519 0.350 352
ALS Hurrican 0.978 527 0.336 359
PW ST18-A 0.938 591 0.312 409
ALS Typhoon 5.3 1.013 539 0.350 367
ALS TB5000 1.029 494 0.363 332
SOL Centaur 0.945 511 0.330 346
ALS Typhoon 4.9 0.958 507 0.336 343
RR 501 KB7 1.009 537 0.349 365
GE PGT5 B 0.988 569 0.336 391
SOL Taurus 1.013 493 0.350 329
ALS Tornado 1.023 482 0.356 320
KHI M7A-02 1.024 524 0.348 352
ALS Cyclone 1.013 572 0.350 329
SOL Mars 9.2 0.952 457 0.346 306
GE PGT10 1.034 491 0.371 332
SOL Mars 10.6 1.041 496 0.373 336
ALS GT10C 1.013 520 0.350 349
RR RB211 6556 1.010 489 0.354 326
HI H25 1.012 558 0.343 379
PW FT8� 0.958 473 0.338 315
RR RB211 6562 1.039 496 0.363 331
GE LM2500�PK 0.973 516 0.337 347
GE LM2500�PR 0.960 510 0.332 342
RR RB211 6761 1.044 511 0.362 343
GE LM6000PD 1.013 452 0.350 292
GE LM6000PC 1.024 457 0.353 296
GE LM6000 SPT 1.049 556 0.343 371
GE 5371PA 1.049 466 0.365 305
ALS GTX100 1.038 492 0.349 321
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E � expander
GT � gas turbine

h � hub
I � inlet section

O � outlet section
p � polytropic

ref � reference
t � tip

Acronyms

C � compressor
E � expander

GT � gas turbine
HX � heat exchanger

IBC � inverted Brayton cycle
OGTM � other gas turbine model

Appendix

Fig. A2 Expander stage schematic layout and corresponding
velocity triangles

Fig. A1 Compressor stage schematic layout and correspond-
ing velocity triangles

Table A2 IBC expander design

Table A1 IBC compressor design
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Optimal Operational Planning of
Cogeneration Systems With
Microturbine and Desiccant Air
Conditioning Units
Economic and energy-saving characteristics of cogeneration systems with microturbine
and desiccant air-conditioning units are investigated on system operational planning. An
optimization approach is adopted to rationally evaluate these characteristics. In this
approach, on/off and rated/part load status of operation of equipment and energy flow
rates are determined so as to minimize the hourly energy charge subject to satisfaction of
energy demand requirements. In this optimization problem, performance characteristics of
the microturbine and desiccant air-conditioning units are modeled in consideration of the
influence due to ambient air temperature. Moreover, the influence due to ambient air
humidity is also considered in the desiccant air-conditioning unit using the psychrometric
diagram. The implementation of the numerical analysis method, discussed in this paper, to
two cogeneration systems, clearly shows economic and operational benefits of using
desiccant air-conditioning. �DOI: 10.1115/1.1850509�

Introduction
Microturbine generator units with capacities under 100 kW

have recently been paid attention to as distributed power sources
�1�. This is because the microturbine generator units are expected
to have the advantages of low initial capital cost, high electrical
generating efficiency for their small capacities, high reliability,
low NOx emission and so on. Moreover, they can be used as main
equipment of cogeneration systems for commercial and public
purposes �2�. In using them as cogeneration units, there are some
means of utilizing flue gas generated from them. One is for des-
iccant air-conditioning �3,4�. Desiccant air-conditioning units can
supply space cooling and heating energy directly by utilizing flue
gas, and they have the advantage of high energy-saving because of
dehumidification by the desiccant without subcooling energy.
Some field tests for combined microturbine and desiccant air-
conditioning units are performed in Japan �5�. However, economic
and energy-saving characteristics of the cogeneration systems
with the combined microturbine and desiccant air-conditioning
units have not sufficiently been investigated.

The purpose of this paper is to construct a model in order to
evaluate the economic and energy-saving characteristics on the
operation of the aforementioned cogeneration systems as the first
stage, and is also to investigate their characteristics through nu-
merical studies. An optimization approach is adopted to evaluate
the characteristics rationally. In the following, the configurations
of microturbine cogeneration systems investigated here are first
described. Second, the evaluation method based on the optimiza-
tion is described. Finally, the numerical studies are carried out on
systems installed in office buildings and hospitals.

System Configurations
Figure 1 shows a schematic diagram and energy flow of a mi-

croturbine cogeneration system investigated here. The system has
the microturbine cogeneration unit �MT�, a flue gas absorption
refrigerator �RX�, a gas-fired absorption refrigerator �RG�, a gas-

fired boiler �BG�, an air handling unit �AHU�, a desiccant air-
conditioning unit �DCU�, and a device for purchasing electricity
�EP�. Solid, dotted–dashed, dotted–dotted–dashed, dotted, bro-
ken, thick solid, and thick broken lines show flows of hot water,
electricity, cold air, cold water, natural gas, flue gas, and hot air,
respectively. Moreover, symbols for energy flow rates are listed in
the Nomenclature.

In the system, electricity is supplied to users by purchasing
electricity through EP from an outside electric power company
and by operating MT. Electricity is also used to drive cooling
towers and other auxiliary machinery. Flue gas generated from
MT is used as heat sources for RX and DCU. Surplus exhaust heat
is disposed of to the atmosphere. Cold air for space cooling is
supplied by AHU using cold water from RX and RG as heat sinks
and by DCU. Hot air for space heating is supplied by AHU using
hot water from RX, RG and BG as heat sources and by DCU. Hot
water for miscellaneous purposes is supplied by BG.

Optimal Operational Planning Problem
To evaluate the economic benefit of combining the microtur-

bine and desiccant air-conditioning units on the operation, the
optimization approach is adopted. In this approach, on/off and
rated/part load status of operation of equipment and energy flow
rates at each junction for each energy flow are determined so as to
minimize the hourly energy charge subject to satisfaction of en-
ergy demand requirements. This optimal operational planning
problem is described briefly below.

Mathematical Formulation

Performance Characteristics of Equipment. First, perfor-
mance characteristics of pieces of equipment are considered as
constraints in the optimization problem, and are formulated as
relationships between input and output energy flow rates. These
relationships are expressed by the following piecewise linear ap-
proximations �6�:

y�pu�q�
u� ��u� ū�� , (1)

where u and y denote input and output energy flow rates, respec-
tively; � denotes a binary variable expressing the on/off status of
operation of equipment; p and q denote performance characteristic
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values; and u� and ū denote lower and upper limits of the input
energy flow rate, respectively. In Eq. �1�, if ��0, then u�y�0,
which expresses off status of operation. On the other hand, if
��1, then y�pu�q and u� �u� ū , which expresses on status of
operation.

It is supposed that coefficients p, q, u� , and ū in Eq. �1� for RX,
RG, and BG are constants, and that those for MT, DCU, and AHU
are functions of temperature and absolute humidity of ambient air.
This is because the performance characteristics of MT, DCU, and
AHU are influenced more greatly than those of other pieces of
equipment. As examples, the performance characteristics of MT,
DCU, and AHU are described briefly below.

(a) Microturbine cogeneration unit (MT). The relationships
between the natural gas consumption FMT and the generated elec-
tricity EMT or the amount of generated flue gas QMT

x are expressed
by the following equations:

EMT�pMT� t i�FMT�qMT� t i��MT

QMT
x �pMT

x � t i�FMT�qMT
x � t i��MT

F� MT� t i��MT�FMT�F̄MT� t i��MT

� , (2)

where �MT denotes a binary variable expressing the on/off status
of operation of MT; coefficients pMT , qMT , pMT

x , and qMT
x are the

performance characteristic values; F̄MT and F� MT are the upper and
lower limits on the natural gas consumption, respectively; and t i
denotes intake air temperature. These performance characteristic
values together with the upper and lower limits are considered as
functions of intake air temperature t i .

(b) Desiccant air-conditioning unit (DCU). The relation-
ships between the input energy flow rate QDCU

x and the heat flow
rate for space cooling air QDCU

ca or the heat flow rate for space
heating air QDCU

ha are influenced by temperature and absolute hu-
midity of ambient air, because DCU dehumidifies and cools or
heats ambient air directly. To consider these influences, the rela-
tionships are formulated according to psychrometric processes in
space cooling or heating modes of DCU. The relationship in space
cooling mode is first described below, and is followed by the
relationship in space heating mode.

Figure 2 shows component configuration and air flows in space
cooling mode of DCU, and Fig. 3 shows the corresponding psy-
chrometric process �3�. In Fig. 2, DCU has a desiccant wheel
�DW�, a sensible heat wheel �SHW�, a heat exchanger �HE� and
evaporative coolers �EC1 and EC2�. The air stream of DCU con-
sists mainly of a process air one expressing States � to � and of

a regeneration air one expressing States � to �. In the process
air stream, warm and wet ambient air at State � is introduced as
a process air, passes through DW, and results in hot and dry air at
State �. This temperature increase is due to the release of con-
densation heat of the water vapor when moisture is removed by
the desiccant. This hot and dry air at State � is cooled sensibly as
it passes through SHW. The cool and dry air at State � is further
evaporatively cooled and humidified by EC1 to air at State �, and
is then introduced to the conditioned space. On the other hand, in
the regeneration air stream, the warm and humid regeneration air
at State � from the conditioned space is evaporatively cooled by
EC2 to air at State �. The air at State � is heated sensibly as it
passes through SHW. One part of the hot and humid air at State �
is further heated up to the required regeneration temperature of the

Fig. 1 Schematic diagram and energy flow of a microturbine cogeneration system

Fig. 2 Schematic diagram and air flow in space cooling mode
of DCU

Fig. 3 Psychrometric diagram in space cooling mode of DCU

Journal of Engineering for Gas Turbines and Power JULY 2005, Vol. 127 Õ 607

Downloaded 02 Jun 2010 to 171.66.16.98. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



desiccant by the heat from the flue gas of MT through HE, and the
other part bypasses HE and DW. This is because the regeneration
air mass flow rate of DW is less than the process air mass flow
rate if the regeneration temperature is sufficiently high. The hot
and humid air at State 	 passes through DW in order to regen-
erate the desiccant. Even though this air is humid, it is sufficiently
hot to remove the moisture from the desiccant. Finally, the warm
and very humid air at State 
 is mixed with the bypass air at
State �, and the mixed air at State � is exhausted to the sur-
roundings. In the aforementioned process, the input energy flow
rate QDCU

x and the output energy flow rate QDCU
ca are expressed by

the following equations:

QDCU
x �Ame�h8�h7�

QDCU
ca �Am�h5�h4� � , (3)

where m and me denote the air mass flow rates of each stream and
the regeneration stream passing through HE/DW, respectively; h
denotes specific enthalpy; A denotes a coefficient for unit conver-
sion from J to Wh, i.e., 1/3600 Wh/J; and subscript numbers cor-
respond to air states in Figs. 2 and 3. At this point, let t and x be,
respectively, temperature and absolute humidity, and the specific
enthalpy h is expressed as follows:

h� t ,x ��ax�bt�cxt , (4)

where coefficients a, b, and c denote latent heat of vaporization,
specific heat at constant pressure of air and that of water, respec-
tively. Therefore, Eq. �3� is rewritten by the following equations:

QDCU
x �Ame�h� t8 ,x8��h� t7 ,x7��

QDCU
ca �Am�h� t5 ,x5��h� t4 ,x4�� � . (5)

The temperature and absolute humidity in Eq. �5� are calculated
according to the psychrometric process shown in Fig. 3, and each
process is formulated below.

Processes � to � and 	 to 
: It is supposed that the air with
the required regeneration temperature t8 is sufficiently supplied to
DW, and that DW rotates at the speed most suitable for dehumidi-
fication and regeneration. Under this supposition, only process �
to � is formulated here. Then, it can be assumed from Ref. �4�
that temperature t2 and absolute humidity x2 at State � after
dehumidification are in proportion to temperature t1 and absolute
humidity x1 at State �, and are in inverse proportion to process
air velocity v . Therefore, t2 and x2 are expressed by the following
equations:

t2�
ptx1�qtt1�rt

v
�pt�x1�qt�t1�rt�

x2�
pxx1�qxt1�rx

v
�px�x1�qx�t1�rx�

� , (6)

where coefficients pt , qt , rt , pt� , qt� , rt� , px , qx , rx , px� , qx� ,
and rx� are dehumidification performance characteristic values.
Moreover, the air mass flow rates on the process and regeneration
stream sides of DW, i.e., respectively m and me , are assumed to
be in proportion to the velocity v as follows:

m�Bv
me�Cv� , (7)

where B and C denote coefficients of proportion.
Processes � to � and � to �: Let �s and �e be the effec-

tiveness on process and regeneration air sides of SHW, respec-
tively, and the relationships among temperature t2 , t3 , t6 , and t7
are expressed by the following equations:

t2�t3

t2�t6
��s

t7�t6

t2�t6
��e

� . (8)

Moreover, the relationships among absolute humidity x2 , x3 , x6 ,
and x7 are expressed by the following equations:

x3�x2

x7�x6
� . (9)

Processes � to � and � to �: These processes are with
constant enthalpies. Therefore, the relationships among specific
enthalpies are expressed by the following equations:

h� t4 ,x4��h� t3 ,x3�

h� t6 ,x6��h� t5 ,x5�� . (10)

Moreover, let s and �c be, respectively, the sensible heat factor
and the evaporative effectiveness of EC2, and the following equa-
tions hold:

h� t5 ,x4��h� t4 ,x4�

h� t5 ,x5��h� t4 ,x4�
�s

t5�t6

t5�t5,wb
��c

� , (11)

where subscript wb denotes wet-bulb temperature.
Process � to 	: The relationship in this process is expressed

by the following equation:

x8�x7 . (12)

Substituting Eqs. �4�, �6�–�12� into Eq. �5� and arranging them,
QDCU

x and QDCU
ca become functions of v , t1 , x1 , t5 , x5 , and t8 as

follows:

QDCU
x �p in� t1 ,x1 ,t5 ,x5 ,t8�v�q in� t1 ,x1 ,t5 ,x5 ,t8��r in� t1 ,x1 ,t5 ,x5 ,t8�

1

v

QDCU
ca �pout� t1 ,x1 ,t5 ,x5 ,t8�v�qout� t1 ,x1 ,t5 ,x5 ,t8��rout� t1 ,x1 ,t5 ,x5 ,t8�

1

v
� , (13)

where p in, q in, r in, pout, qout, and rout are performance characteristic values, which are functions of t1 , x1 , t5 , x5 , and t8 . At this point,
the values of r in and rout are very small within the ranges of t and x considered here. Therefore, neglecting the terms with them, both
QDCU

x and QDCU
ca become linear functions with respect to v . Then, since v can be eliminated from both functions, the relationship

between QDCU
x and QDCU

ca is finally expressed by the following equations:

QDCU
ca �pDCU

ca � t1 ,x1 ,t5 ,x5 ,t8�QDCU
x �qDCU

ca � t1 ,x1 ,t5 ,x5 ,t8��DCU
ca

QDCU
x �Q� DCU

xc � t1 ,x1 ,t5 ,x5 ,t8 ,v� ��DCU
ca

QDCU
x �Q̄DCU

xc � t1 ,x1 ,t5 ,x5 ,t8 , v̄ ��DCU
ca

� , (14)
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where �DCU
ca denotes a binary variable expressing the on/off status

of operation in space cooling mode of DCU; coefficients pDCU
ca and

qDCU
ca are the performance characteristic values, which are func-

tions of t1 , x1 , t5 , x5 , and t8 ; v̄ and v� are the upper and lower
limits of velocity v; and Q̄DCU

xc and Q� DCU
xc are the upper and lower

limits on the input energy flow rate, respectively, which are func-
tions of t1 , x1 , t5 , x5 , t8 and v̄ or v� . If t1 , x1 , t5 , x5 , t8 , v̄ and
v� , i.e., ambient temperature and absolute humidity, conditioned
space temperature and humidity, regeneration temperature of the
desiccant, and upper and lower bounds of process air velocity, are

given, pDCU
ca , qDCU

ca , Q̄DCU
xc , and Q� DCU

xc become constants. More-

over, electricity for auxiliary machinery of DCU, i.e., EDCU
ac , is

expressed as follows:

EDCU
ac �pDCU

ac QDCU
x �qDCU

ac �DCU
ca , (15)

where pDCU
ac and qDCU

ac are performance characteristic values.
On the other hand, Fig. 4 shows component configuration in

space heating mode of DCU, and Fig. 5 shows the corresponding
psychrometric process. In the similar way to space cooling mode,
the performance characteristics in space heating mode are formu-
lated according to the psychrometric process shown in Fig. 5. The
relationships between QDCU

x and QDCU
ha or EDCU

ah are finally ex-
pressed by the following equations:

QDCU
ha �pDCU

ha � t1 ,x1 ,t4 ,t5 ,x5�QDCU
x �qDCU

ha � t1 ,x1 ,t4 ,t5 ,x5��DCU
ha

EDCU
ah �pDCU

ah QDCU
x �qDCU

ah �DCU
ha

QDCU
x �Q� DCU

xh � t1 ,x1 ,t4 ,t5 ,x5 ,v� ��DCU
ha

QDCU
x �Q̄DCU

xh � t1 ,x1 ,t4 ,t5 ,x5 , v̄ ��DCU
ha

� (16)

where �DCU
ha denotes a binary variable expressing the on/off status

of operation in space heating mode of DCU; pDCU
ha , qDCU

ha , pDCU
ah ,

and qDCU
ah are the performance characteristic values, and the

former two are functions of t1 , x1 , t4 , t5 , and x5 ; and Q̄DCU
xh and

Q� DCU
xh are the upper and lower bounds on the input energy flow

rate, respectively, which are functions of t1 , x1 , t4 , t5 , x5 and v̄
or v� .

(c) Air handling unit (AHU). AHU is modeled as a variable
air volume system. In the similar way to DCU, the performance
characteristics are formulated according to the psychrometric pro-
cess. The relationships between the cold water heat flow rate
QAHU

c and the heat flow rate for space cooling air QAHU
ca or the

electricity for auxiliary machinery EAHU
ca and those between the

hot water heat flow rate QAHU
h and the heat flow rate for space

heating air QAHU
ha or the electricity for auxiliary machinery EAHU

ha

are expressed by the following equations:

QAHU
ca �pAHU

ca � t1 ,x1 ,t4,AHU ,t5 ,x5�QAHU
c

EAHU
ac �pAHU

ac QAHU
c

QAHU
ha �pAHU

ha � t1 ,x1 ,t4,AHU ,t5 ,x5�QAHU
h

EAHU
ah �pAHU

ah QAHU
h

� , (17)

where pAHU
ca , pAHU

ha , pAHU
ac , and pAHU

ah are the performance char-
acteristic values, and the former two are functions of t1 , x1 ,
t4,AHU , t5 , and x5 ; and t4,AHU denotes air temperature introduced
from AHU to the conditioned space, and is given as input data.

Energy Balance and Supply-Demand Relationships. Next, en-
ergy balance and supply-demand relationships are considered as
constraints in the optimization problem, and are formulated by
linear equations with energy flow rates at each junction for each
energy flow illustrated in Fig. 1. For example, the following equa-
tions are obtained for the electricity flow:

EEP�EMT�Ed�Ea

Ea�ERX
a �ERG

a �EBG
a �EAHU

a �EDCU
a � . (18)

Objective Function. The hourly energy charge is adopted as
the objective function to be minimized from an economic view-
point. The hourly energy charge J is expressed by the following
equation:

J�	EEbuy�	GFbuy , (19)

where 	E and 	G denote the unit costs of electricity and natural
gas charges, respectively.

As a result, in this optimization problem, on/off and rated/part
load status of operation of equipment and energy flow rates at
each junction for each energy flow are determined so as to mini-
mize the objective function �19� under constraints of the equip-
ment performance characteristics such as Eqs. �1�, �2� and �14�–
�17� and the energy balance/supply-demand relationships such as
Eq. �18�.

Fig. 4 Schematic diagram and air flow in space heating mode
of DCU Fig. 5 Psychrometric diagram in space heating mode of DCU
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Solution Method. The problem formulated and described in
the previous section results in a mixed-integer linear programming
one, and is solved by the GAMS�General Algebraic Modeling
System�/Cplex solver �7�, which is a commercial one combining
the branch and bound method with the simplex method.

Numerical Study

Input Data. Energy demands of office buildings and hospi-
tals with total floor areas of 1000, 1500, and 2000 m2 are esti-
mated at 24 sampling times on each month of 12 representative
days in a year in order to investigate the annual economic and
operational benefits of using desiccant air-conditioning. The maxi-
mum electricity demands for unit area of the office buildings and
hospitals are 39.6 and 33.4 W/m2, respectively. As examples, Figs.
6 and 7 show hourly energy demands on February, May and Au-
gust representative days for total floor area of 2000 m2 of the
office building and hospital, respectively. Moreover, Fig. 8 shows
temperature t1 and absolute humidity x1 of the ambient air on
February, May and August representative days as examples. The
ambient air temperature is also adopted as the intake air tempera-
ture of MT. Besides, temperature t5 , relative humidity and abso-
lute humidity x5 in the conditioned space are set to 26°C, 50%
and 0.0105 kg/kg for space cooling, respectively, and those are set
to 22°C, 40% and 0.0067 kg/kg for space heating, respectively.

Representative values of performance characteristics and ca-
pacities of equipment are summarized in Table 1. The maximum

output power and the electrical generating efficiency at the rated
load status of MT are dependent greatly on the intake air tempera-
ture. Figure 9 shows the relationships between the intake air tem-
perature and the maximum output power or the electrical gener-
ating efficiency at the rated load status. In assessing the
performance characteristics of DCU shown in Table 1, coefficients
pt , qt , rt , pt� , qt� , rt� , px , qx , rx , px� , qx� , and rx� are deter-
mined by regression analysis based on the dehumidifier perfor-
mance in catalogs. The other parameters such as �s , �e , etc. are
set based on references and catalog data. Moreover, as examples
of the performance characteristic of DCU, the relationship be-
tween QDCU

x and QDCU
ca for temperature and absolute humidity are

shown in Fig. 10. In this figure, the upper and lower limits of
QDCU

x correspond to those limits of the air velocity of DCU, re-
spectively, as shown in Eq. �14�. According to this figure, the
efficiency of DCU becomes low with the increase in temperature
and absolute humidity, and the efficiency at part-load status is
higher than that at rated load status. The latter is reflected in the
fact that the more moisture per unit air is removed by the desic-
cant when the air flows slowly and stays in the desiccant for a
long time.

The rates for purchased electricity and natural gas adopted in
this study are given in Table 2.

Under the aforementioned conditions, the influence of introduc-
ing DCU on the economic and energy-saving characteristics is
investigated for the office buildings and hospitals. The economic

Fig. 6 Hourly energy demands „office building, 2000 m2
… Fig. 7 Hourly energy demands „hospital, 2000 m2

…
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and energy-saving characteristics are evaluated as the annual op-
erational cost, which is the sum of hourly energy charges through
a year, and the annual primary energy consumption, respectively.
In evaluating the annual primary energy consumption, it is as-
sumed that the lower heating value of natural gas is 11.55
kWh/m3, and that the thermal efficiency of purchased electricity is
0.388.

Results and Discussion. Tables 3 and 4 show respectively
the annual operational cost and the annual primary energy con-
sumption for all the cases. According to Table 3, the annual op-
erational cost for the system with DCU is smaller than that for the
system without DCU for all the cases. The reduction rates of the
annual operational cost for the system with DCU to that for the
system without DCU are 3%–5% and 6%–10% for the office
buildings and the hospitals, respectively. It is found from this
result that the reduction rate of the annual operational cost for the
hospital is larger than that for the office building. Moreover, for
the hospital, the reduction rate of the annual operational cost be-
comes large with the increase in total floor area. The ranges in the
output ratio of DCU to the maximum space cooling demand are
0.26–0.8, 0.2–0.6, and 0.13–0.4 for the hospitals with the total
floor areas of 1000, 1500, and 2000 m2, respectively. It is found

Fig. 8 Temperature and absolute humidity of ambient air

Fig. 9 Relationships between intake air temperature and maxi-
mum output power or electrical generating efficiency

Fig. 10 Performance characteristics of DCU

Table 1 Performance characteristic values and capacities of equipment

Equipment Performance characteristic value �rated load� Capacity

Microturbine cogeneration unit Electrical generating efficiency 0.25*1,*2 28 kW
Flue gas recovery efficiency 0.72*1,*2

Flue gas absorption refrigerator Coefficient of performance 0.56 �space cooling� 56 kW
Thermal efficiency 0.76 �space heating�

Gas-fired absorption refrigerator Coefficient of performance 1.12*1 �space cooling� 250 kW
Thermal efficiency 0.93*1 �space heating�

Gas-fired boiler Thermal efficiency 0.91*1 125 kW
Receiving device for purchased electricity 70 kW
Desiccant air conditioning unit Coefficient of performance 0.73*3 �space cooling� 62kW*3

Efficiency 0.90*4 �space heating� 62kW*4

Air handling unit Efficiency 0.75*3 �space cooling� 180kW*3

Efficiency 0.89*4 �space heating� 180kW*4

*1The net thermal efficiency is calculated under the assumption that the lower heating value of natural gas is 11.55 kWh/m3.
*2When intake air temperature is 15°C.
*3When ambient air temperature and absolute humidity are 30°C and 0.012 kg/kg, respectively.
*4When ambient air temperature and absolute humidity are 7°C and 0.005 kg/kg, respectively.

Table 2 Rates for purchased electricity and natural gas

Utility Unit cost of energy charge

Purchased
electricity

14.15 �Jul.–Sep.� yen/kWh
12.86 �Other months� yen/kWh

Natural gas 43.13 yen/m3
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Fig. 11 Example of operational strategies for system with DCU
„hospital, 2000 m2

…

Fig. 12 Example of operational strategies for system without
DCU „hospital, 2000 m2

…

Table 3 Annual operational cost and its reduction rates

Total floor
area m2

Annual operation cost
�106 yen/y

Reduction
rate due to

DCU %
System

with DCU
System

without DCU

Office
building

1000 2.47 2.59 4.7
1500 3.69 3.88 5.0
2000 4.95 5.15 3.9

Hospital 1000 3.16 3.40 6.7
1500 4.62 5.07 8.8
2000 6.14 6.80 9.7

Table 4 Annual primary energy consumption and its reduction
rates

Total floor
area m2

Annual primary energy
consumption GWh/y

Reduction
rate due to

DCU %
System

with DCU
System

without DCU

Office
building

1000 0.61 0.63 4.4
1500 0.89 0.94 4.8
2000 1.19 1.23 3.8

Hospital 1000 0.80 0.86 6.6
1500 1.16 1.28 8.9
2000 1.53 1.69 9.9
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from these results that the economic benefit of introducing DCU
on the operation is high when the ratio of the capacity of DCU to
maximum space cooling demand is less than 0.4 for the hospital
with much thermal energy demand. Similar discussion is made for
the annual primary energy consumption shown in Table 4. There-
fore, it is found that the energy-saving benefit of introducing DCU
is also high for the hospital with much thermal energy demand.

As examples, Figs. 11 and 12 show the operational strategies on
August representative day in the system with and without DCU
for the hospital with the total floor area of 2000 m2, respectively.
Comparing Fig. 11�a� with Fig. 12�a�, electricity supply during
night in the system with DCU is smaller than that in the system
without DCU. This is because the electricity for auxiliary machin-
ery becomes small by using DCU for space cooling supply. More-
over, it is found from �b� of these figures that the flue gas utilized
to DCU is small. This is because the efficiency of DCU is high at
part-load status as shown in Fig. 10. Besides, it is found from �d�
of these figures that the cold water supply in the system with DCU
is smaller than that in the system without DCU. By this result, the
electricity for auxiliary machinery in the system with DCU be-
comes smaller than that in the system without DCU, and the elec-
tricity supply becomes small as mentioned previously.

The aforementioned results show that the economic and energy-
saving benefits of the installation of DCU are high.

Conclusions
In this paper, the economic and energy-saving characteristics of

the cogeneration system with the microturbine and desiccant air
conditioning units have been investigated on the operation based
on the optimization method. Through the numerical studies car-
ried out on the systems installed in office buildings and hospitals,
the following results have been obtained:

a. The reduction rates of the annual operational cost for the
system with DCU to that for the system without DCU are
3%–5% and 6%–10% for the office buildings and the hos-
pitals, respectively.

b. The reduction rates of the annual primary energy consump-
tion for the system with DCU to that for the system without
DCU are 3%–5% and 6%–10% for the office buildings and
the hospitals, respectively.

c. The economic and energy-saving benefits of introducing
DCU for hospital are larger than those for office building.

d. By the installation of DCU, the cold water supply by RX
and RG reduces. Moreover, the DCU is mainly operated at
part-load status because the efficiency at part-load status is
higher than that at rated load status.

In this paper, the capital costs of pieces of equipment are not
taken into account because we have focused on the operational
benefit of the aforementioned system as the first stage. However, it
is also important to evaluate that system from the economic view-
point including the capital costs. As the next stage, we will inves-
tigate it by extending the aforementioned method to that case.
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Nomenclature

A � coefficient for unit conversion from J to Wh,
Wh/J

a � latent heat of vaporization of water, kJ/kg
B, C � coefficients of proportion, kg/m

b � specific heat at constant pressure of air, kJ/
�kg °C�

c � specific heat of water, kJ/�kg °C�
E � electricity, kWh/h
F � natural gas consumption, m3/h

h � specific enthalpy, kJ/kg
J � hourly energy charge, yen/h

m � mass flow rate, kg/h
p, q, r, p�,

q�, r� � performance characteristic values of equipment
Q � heat flow rate, kWh/h
s � sensible heat factor
t � temperature, °C
u � input energy flow rate of equipment, m3/h,

kWh/h
v � velocity of process air, m/h
x � absolute humidity, kg/kg
y � output energy flow rate of equipment, kWh/h
� � binary variable expressing on/off status of opera-

tion
�c � evaporative effectiveness of EC2
�e � effectiveness on regeneration air side of SHW
�s � effectiveness on process air side of SHW
	 � unit cost of energy charge, yen/m3, yen/kWh

���, �̄ � � lower and upper limits

Equipment symbols „subscripts…

AHU � air handling unit
BG � gas-fired boiler

DCU � desiccant air-conditioning unit
DW � desiccant wheel

EC1, EC2 � evaporative coolers
EP � device for purchasing electricity
HE � heat exchanger
MT � microturbine cogeneration unit
RG � gas-fired absorption refrigerator
RX � flue gas absorption refrigerator

SHW � sensible heat wheel

Superscripts

a � auxiliary machinery
ac � auxiliary machinery in space cooling mode
ah � auxiliary machinery in space heating mode

c � cold water
ca � cold air
d � demand

dc � space cooling demand
dh � space heating demand
dw � hot water demand

h � hot water
ha � hot air
in � input

out � output
x � flue gas

xc � flue gas in space cooling mode
xh � flue gas in space heating mode

Subscripts

1–10 � air state points
buy � purchase
disp � heat disposal

E � electricity
e � regeneration air

G � natural gas
i � intake air
t � temperature

wb � wet-bulb
x � absolute humidity
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Strain-Life Assessment of Grainex
Mar-M 247 for NASA’s Turbine
Seal Test Facility
NASA’s turbine seal facility tests air-to-air seals for advanced jet engines. High tempera-
ture, speed, and pressure combinations limit test disk life, due to crack initiation in the
Grainex Mar-M 247 disk bolt holes. An inspection interval is determined to ensure safe
operation. Fatigue strain-life data is presented for test specimens from a test disk. Strain-
life models (Manson-Hirschberg method of universal slopes, Halford-Nachtigall mean
stress method, and modified Morrow method) were compared to experiment. Using ex-
perimental data at �99.95% prediction levels, accounting for six bolt holes at 0.5% total
strain and 649°C, the test disk should be inspected after 665 cycles.
�DOI: 10.1115/1.1852563�

Introduction
The high-temperature high-speed turbine seal test facility �Fig.

1�, located at NASA’s Glenn Research Center in Cleveland, Ohio
provides critical testing of air seals for aircraft engines at condi-
tions of high air temperatures, high seal pressures, and surface
speeds greater than 305 m/s.

The test facility uses a disk made of Grainex Mar-M 247, a cast
nickel-based superalloy. Analysis has shown that, in the vicinity
of the disk bolt holes, the material slightly enters the plastic region
of the stress-strain curve �1�. Due to these demanding test condi-
tions, the possibility exists that fatigue cracks will develop with
cycling at the six bolt hole locations, which fasten the test disk to
the main shaft of the test stand. If allowed to grow to a critical
size, the cracks could cause the disk to catastrophically burst dur-
ing use.

Preliminary analyses by Tong and Steinetz �1� have placed a
strain-life fatigue limit Lsys of 6000 cycles based upon an equiva-
lent �3� reduction factor and a probabilistic approach �2� ac-
counting for n�6 bolt holes:

Lsys�
L

n1/e
(1)

Equation �1� is based on the Lundberg-Palmgren �3� analysis for
rolling element-bearing system lives. L is the predicted life for a
disk with a single bolt hole. The predicted life L and Weibull slope
parameter e are assumed to be identical for all six disk bolt holes.
One cycle is defined as a ramp up and down in speed.

In this study, strain-life tests were conducted over various strain
ranges at a temperature of 649°C to determine the cycles to crack
initiation. These data were compared with previous analyses as
well as with literature data and strain-life model estimates based
upon tensile data.

Materials and Methods: Tensile Behavior

Experiment. Tensile tests were performed at Mar-Test Inc. in
Cincinnati, Ohio per ASTM E-8, ASTM E-21, and ASTM E-83
Class B-2 standards. The tensile test specimen geometry was 3.56
mm in diameter by 50.8 mm in length per ASTM E-8 small-sized
specimens. Four tensile specimens were taken from a Grainex

Mar-M 247 sacrificial disk and tested. Tensile testing was con-
ducted on a hydraulic servo controlled test system with a box
furnace for specimen heating. Thermocouples were positioned at
the gage radius to monitor temperature. The tensile tests were
conducted at 649°C at a strain rate of 0.00028 s�1.

Materials and Methods: Fatigue Strain-Life Behavior

Experiment. Fatigue strain-life testing was also performed at
Mar-Test, using a closed loop, servohydraulic test system comply-
ing with ASTM E-4, ASTM E-606, and ASTM E-83 Class B-2
standards. Induction heating was utilized for specimen heating.
Test temperature was controlled to within 1%.

The specimen geometry was 3.18 mm in diameter and 50.8 mm
in length per ASTM E-606 standards. A total of 15 strain-life
specimens were obtained from the sacrificial disk. The tests were
conducted in air at 649°C at a strain ratio of R�0, cycled at 0.33
Hz using a triangular wave form. Five strain ranges were tested
�0.50%, 0.58%, 0.67%, 0.78%, and 0.90%� with three repeats at
each strain range. The cycles to crack initiation (Ni) and cycles to
failure (N f) were recorded for each test. Ni was defined as a rapid
change in the load versus time history plot �Fig. 2� while N f was
defined as complete specimen separation.

Data Analysis. The fatigue strain-life results were evaluated
following a simple linear model in log-log coordinates:

N f�A�%���� (2)

where the constant A and exponent � were determined. Linear
regression analysis of the log-log transformed fatigue strain-life
behavior was conducted to determine the coefficient A and the
exponent � for the R�0 data. Thus,

log�N f ��log A�� log�%��� (3)

Standard statistical analyses were also performed to check for
significance of the regression (R2), test for normal distribution,
outliers, lack-of-fit, and also to calculate the �99.95% prediction
interval �4�.

Method of Universal Slopes. The Manson-Hirschberg
method of universal slopes �MUS� was used to estimate strain life
with zero mean stress based only upon tensile data �5�:

�����el���pl (4)

���BN f
b�CN f

c (5)
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���3.5
�uts

E
�N f 0��0.12�� f

0.6�N f 0��0.6 (6)

Thus, the total strain range is the sum of the elastic strain range
�first term� and the plastic strain range �second term�.

Mean Stress Effects. To estimate the effect of mean stress on
cyclic life the Halford-Nachtigall method was used with the MUS
�6�:

N f m
�b�N f 0

�b�V� (7)

The relationship is derived from �7�:

���2�� f���m�N f m
�b (8)

This is Morrow’s original equation �8�, except that N f m is used
instead of 2N f m .

The value for b was �0.12 from the MUS. N f 0 was calculated
using the ratio of the inelastic strain range and the elastic strain
range from the MUS at ratios of 0.3, 0.2, 0.1, 0.08, 0.05, and 0.02.
Veff was substituted for V� �6�:

where

Veff�k
�m

�a
�kV� (9)

and

k�exp��70� �� in

��el
� 2� (10)

At the beginning of each test, note that for zero to maximum
loading it is assumed that �m /�a�1. This could be true if the
cycle is elastic, but as plasticity is encountered the mean stress
ratio begins to relax according to Eq. �9� and Eq. �10�.

Modified Morrow With Mean Stress Effects. The modified
Morrow equation was used to account for mean stress (�m) ef-
fects resulting from the R�0 tests �7�:

�a�
� f�

E � 1�
�m

� f�
� �2N f �

b�� f�� 1�
�m

� f�
� c/b

�2N f �
c (11)

The coefficients and exponents were calculated using the R�0
strain-life test data and E from the tensile tests. Constraints were
placed on exponents b and c based upon previous observations on
engineering metal behavior �7�:

�0.12	b	�0.05 (12)

and

�0.9	c	�0.5 (13)

In using Eq. �11�, various values of �m were assumed as needed.

Fractographic Examination. The fracture surfaces of fa-
tigued specimens were cleaned in acetone, alcohol rinsed, and air
dried to facilitate fractographic examination. Surfaces were exam-
ined using light stereomicroscopy and a JEOL JSM-840A scan-
ning electron microscope �SEM� using secondary-electron and
backscattered-electron �BE� modes to determine crack initiation
sites.

Results: Tensile Properties
Mean tensile properties of the four tensile tests for the Grainex

Mar-M 247 material were determined at 649°C and are shown in
Table 1. The ultimate tensile strength and 0.2% offset yield stress
were found to be 1064 MPa and 821 MPa, respectively.

Results: Fatigue Strain Life

RÄ0. The cycles to crack initiation (Ni) and cycles to failure
(N f) were determined for each of the R�0 fatigue strain-life tests
at 649°C �Table 2�. Due to cycle recorder malfunctions in the data
acquisition system, some results were unavailable.

Linear regression analysis of the R�0 total strain range versus
cycles to crack initiation (Ni) cyclic strain-life tests �Table 2�
resulted in an exponent � of �6.48 and a coefficient A of 162.18
with R2�0.86 using Eq. �2� �Fig. 3, 99.95% prediction interval
shown�.

Linear regression analysis of the R�0 total strain range versus
cycles to failure (N f) cyclic strain life tests �Table 2� resulted in
an exponent � of �5.62 and a coefficient A of 316.23 with R2

�0.87 using Eq. �2� �Fig. 4, 99.95% prediction interval shown�.
Table 3 summarizes the mean and �99.95% prediction cyclic

life for the R�0 data at both cycles to crack initiation and cycles
to failure at the 0.5% design strain range of the Grainex Mar-M
247 disk �see also Figs. 3 and 4�. The �99.95% prediction inter-
vals give a failure rate of 1 in 2000 parts.

Method of Universal Slopes. The estimated cycles to failure
(N f 0) was plotted against the total strain range ���� for the

Fig. 1 NASA Glenn Research Center turbine seal test facility

Fig. 2 Sample load- and strain-time history indicating Ni

Table 1 Mean tensile test results for Grainex Mar-M 247 at
649°C

E
�GPa�

�uts

�MPa�
�y 0.2%

�MPa� %RA %EL
� f

�MPa� � f s

Avg 194.3 1064 821.0 16 6.9 1268 0.177
Std.
dev.

12.6 20 18.3 1 1.0 31 0.015
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Grainex Mar-M 247 material using tensile data �Table 1� as input
for the MUS �Fig. 5�. The plastic and elastic strain lines were also
plotted. The transition life (Nt0), wherein the elastic and plastic
strain ranges are equal, was found to be 400 cycles to failure.

Mean Stress Effect. A comparison was made between the
MUS, the MUS with mean stress effects �Eq. �7��, and R�0 data
for the Grainex Mar-M 247 material �Fig. 6�. The 0.5% design

strain is also shown in Fig. 6 and compared with the data and both
estimation methods.

Modified Morrow With Mean Stress Effects. Calculated
coefficients and exponents for the modified Morrow equation �Eq.
�11��, resulted in an R2 value of 0.93. The coefficients and expo-
nents �Table 4� were then used in the modified Morrow equation
and compared to experimental Grainex Mar-M 247 strain-
amplitude data �Fig. 7�. The design strain of the Grainex Mar-M
247 disk is also shown at 0.5% strain range.

Assuming the ratio of mean to alternating stress was equal to 1
at the start of the strain-life tests, V� was calculated at the ap-
proximate half-life for each test �Table 5�.

The variation of mean stress and range of stress was also com-
pared with increasing strain amplitude �Fig. 8�. Point P1 through
point P2 is the elastic line. Point P2 defines where the mean stress
and range of stress are equal. Point P3 defines the point of zero
mean stress. Finally, point P3 to P4 is the region of zero mean
stress.

Table 2 Grainex Mar-M 247 strain-life test results at 649°C,
RÄ0

%�� Ni N f

0.50 25,917 26,939
0.50 9557 10,697
0.58 12,266 12,566
0.58 2450 2842
0.58 5910 7970
0.67 2056 3056
0.67 3114 3842
0.67 1322 2234
0.78 585 723
0.78 792 1352
0.78 680 1254
0.90 513 889
0.90 * 554

*Ni occurred between 295 and 500 cycles.

Fig. 3 Crack initiation strain-life results for Grainex Mar-M
247: RÄ0, 649°C, triangular wave form, 0.33 Hz. Ni was plotted
on the abscissa, while %�� was plotted on the ordinate.

Fig. 4 Cycles to failure strain-life results for Grainex Mar-M
247: RÄ0, 649°C, triangular wave form, 0.33 Hz. Nf is plotted on
the abscissa, while %�� is plotted on the ordinate.

Table 3 Grainex Mar-M 247 mean and À99.95% cyclic strain-
life predictions at 649°C at the 0.5% design strain range, RÄ0

Number of
cycles

Statistic

Mean �99.95%

Ni 14,500 1100
N f 15,500 1600

Fig. 5 Strain-life prediction using the method of universal
slopes equation and Grainex Mar-M 247 tensile data at 649°C

Fig. 6 Comparison of MUS, MUS with mean stress effects, and
data for Grainex Mar-M 247 at 649°C
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Fractographic Examination. The majority of the crack ini-
tiation sites were observed at the gage cross-section perimeter and
initiated at carbides. As expected, the fracture surfaces exhibited 3
areas or stages of cracking: crack initiation, propagation, and fail-
ure or overload �Fig. 9�.

Discussion: Tensile Behavior
The NASA Grainex Mar-M 247 tensile properties were within

5% to 10% of values reported in the literature data �Table 6�
�10,11�. The exception was in the %RA data, where the NASA
values were 30 to 40% higher than that reported in the literature.
The higher values were most likely due to a slight amount
of necking observed in the gage sections of the tensile test
specimens.

Discussion: Fatigue Strain Life

RÄ0. Testing at R�0 and 649°C addressed the actual local-
ized conditions the Grainex Mar-M 247 disk bolt holes encounter

in the turbine seal test facility. Specifically, the disk is strained
from a zero to maximum strain when the surface speed increases
from zero to maximum during testing. The �99.95% prediction
interval �1 failure in 2000 samples� on cyclic life was chosen
since it was more conservative than the mean cyclic life by a
factor of approximately 10. As expected, more data scatter was
observed at the lower strain ranges. Overall, the cyclic life to
crack initiation of the bolt holes of the Grainex Mar-M 247 disk at
the 0.5% design strain with R�0 and the lower bound of the
99.95% prediction interval was found to be 1100 cycles. This was
nearly 6 times less than the cyclic life predicted from previous
analyses �1�.

Comparison to Literature. Comparison of the NASA
Grainex Mar-M 247 R�0 strain-life data with data reported by
Kaufman showed good agreement �Fig. 10� �10�. The NASA data

Table 4 Calculated coefficient and exponent values for the
modified Morrow equation for Grainex Mar-M 247 at 649°C

Coefficients Value

� f� (MPa) 1507
� f� 0.027

Exponents Value
b �0.090
c �0.627

Fig. 7 Comparison of NASA Grainex Mar-M 247, RÄ0 data
with the modified Morrow equation at 649°C

Table 5 Comparison of V� at NfÄ1 and NfÕ2 for Grainex Mar-M
247 at 649°C, RÄ0

Strain
range

N�1 N f /2 N f /2

V� �m �MPa� �a �MPa� V�

0.50 1 344.1 463.3 0.74
0.50 1 281.0 472.7 0.59
0.58 1 295.1 513.7 0.57
0.58 1 247.9 562.3 0.44
0.58 1 265.8 556.1 0.48
0.67 1 227.5 598.5 0.38
0.67 1 206.9 600.6 0.34
0.67 1 180.6 608.1 0.30
0.78 1 100.3 745.0 0.13
0.78 1 153.8 669.5 0.23
0.78 1 106.9 706.7 0.15
0.90 1 88.6 734.7 0.12
0.90 1 60.0 781.2 0.08

Fig. 8 Variation of mean stress and range of stress with strain
amplitude at NfÕ2 for Grainex Mar-M 247 at 649°C †9‡

Fig. 9 Typical fatigue crack growth stages for Grainex Mar-M
247 strain-life specimen at 649°C. SEM—BE mode at 100Ã.

Table 6 Comparison of average Grainex Mar-M 247 tensile
properties at 649°C with literature

NASA* Kaufman* �10� Howmet �11�

No. Samples 4 2 N/A
E �GPa� 194.3 N/A 179.3
�uts �MPa� 1064.4 1011.5 1027.3
�y(0.2%) �MPa� 821.0 799.1 827.4

%RA 16 9.7 10.7
%EL 6.9 7.1 7.0

*Average data.
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at 649°C fell in between the 427°C and 760°C data reported by
Kaufman �10�. As expected, cyclic lives decreased with increasing
temperature for a constant strain range.

Comparison With MUS, Mean Stress Effects, and Data.
Both the MUS and Eq. �7� provide a means to predict fatigue
strain life by use of only tensile data. It was expected that the
MUS would overpredict the R�0 data �Fig. 6� since it was gen-
erally used in comparing R��1 data. At the design point of 0.5%
total strain, the MUS predicted N f 0 at 100,000 cycles. This is five
times greater than the average R�0 data of approximately 20,000
cycles. In comparison, Eq. �7� predicted a life of approximately
23,500 cycles �Fig. 6�. Thus, a more accurate prediction of life at
the 0.5% total strain design point was found using only tensile
data and modifying the MUS to account for mean stress effects.

Comparison to Modified Morrow Equation. Parametric
curves of constant mean stress were compared to the experimental
results on a strain-amplitude versus cycles to failure plot using
results of the modified Morrow strain-life analysis �Fig. 7�. As
expected, higher mean stresses were observed at lower strain lev-
els while lower mean stresses were observed at higher strain lev-
els �Fig. 8� �9�. This is because the larger the strain range, the
greater the degree of relaxation of the initial mean stress imposed
by the R�0 strain condition. The effect of mean stress on cyclic
life was more pronounced at lower strain levels �Table 5�. For
example, at the design strain level of 0.5% total strain, the average
mean stress was 313 MPa, while at 0.9% total strain, the average
mean stress was 74 MPa.

As expected, cyclic life decreased as mean stress increased for
constant strain amplitude �Fig. 7�. For example, at the design
point of ���0.5% (�a�0.0025), the difference in cyclic life be-
tween the �m�0 MPa line and the �m�172 MPa line was a fac-
tor of nearly 4. The R�0 data were observed to trend towards a
zero mean stress at the highest strain range (�a�0.0045). Finally,
as expected, compressive mean stresses predict an increase in cy-
clic life.

Summary
Tensile properties for the Grainex Mar-M 247 disk at 649°C

were presented and compared with literature data. Fatigue strain-
life data for the same material were also presented at 649°C
at strain ranges of 0.50%, 0.58%, 0.67%, 0.78%, and 0.90%.
Both the tensile and R�0 strain-life data were comparable with
literature.

Evaluation of mean stress effects showed a large effect on cy-
clic life. The Halford-Nachtigall method used with the MUS was

practical for predicting R�0 life using only tensile data at 649°C.
A difference of only 18% in cyclic life was observed between
predicted and experimental lives at the design point of 0.5% strain
range. The 10,000 cycle limit suggested by the modified Morrow
analysis at the 0.5% design strain range can be reduced accord-
ingly to 1500 cycles using an equivalent �3� reduction factor and
probabilistic accounting for the six bolt holes using Eq. �1�.

During operation, the turbine disk is generally cycled at zero to
maximum strain conditions (R�0). At the design strain of ��
�0.5%, the R�0 results lead to, at the �99.95% prediction level,
a cyclic crack initiation life of 1100 cycles, which is nearly six
times less than the initial predicted cycles to failure obtained pre-
viously by Tong and Steinetz �1�. Probabilistic accounting for the
six bolt holes using Eq. �1� gives the most conservative result of
665 cycles with six bolt holes.

Thus, using the experimental data at a �99.95% prediction
level and the presence of six bolt holes, it was found that the disk
should be inspected for surface cracks after 665 cycles based on a
total strain range of 0.50% at 649°C.
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Nomenclature

3� � 3 standard deviations
A � constant coefficient
B � constant coefficient
C � constant coefficient
E � Young’s modulus
L � calculated disk life

Lsys � overall system life
N f � cycles to failure

N f m � cycles to failure in presence of mean stress
N f 0 � cycles to failure under zero mean stress
Ni � cycles to crack initiation

Nt0 � transition life under zero mean stress
R � strain ratio��min /�max

R2 � coefficient of determination
Veff � effective ratio of mean stress to stress amplitude
V� � ratio of mean stress to stress amplitude

b � fatigue strength exponent
c � fatigue ductility exponent
e � Weibull slope parameter�3.57 �Gaussian�
k � transfer function
n � number of bolt holes�6
� � constant exponent


�m � change in mean stress �MPa�
�� � total strain range

��el � elastic strain range
�� in � inelastic strain range

�� � stress range �MPa�
�a � strain amplitude
� f � true fracture ductility
� f � true fracture strain

�max � maximum strain
�min � minimum strain

� f� � fatigue ductility coefficient
�a � stress amplitude �MPa�
� f � true fracture strength �MPa�
�m � mean stress �MPa�

�uts � ultimate tensile strength �MPa�
�y 0.2% � 0.2% yield strength �MPa�

� f� � fatigue strength coefficient �MPa�
%EL � percent elongation
%RA � percent reduction in area
%�� � percent total strain range

Fig. 10 Comparison of NASA Grainex Mar-M 247, RÄ0 strain-
life data with literature †10‡
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Blade Manufacturing Tolerances
Definition for a Mistuned
Industrial Bladed Disk
This paper deals with the characterization of the blade manufacturing geometric toler-
ances in order to get a given level of amplification in the forced response of a mistuned
bladed-disk. The theory is based on the use of a nonparametric probabilistic model of
blade random uncertainties. The dispersion parameters controlling the nonparametric
model are estimated as a function of the geometric tolerances. The industrial application
is devoted to the mistuning analysis of a 22 blades wide chord fan stage. Centrifugal
stiffening due to rotational effects is also included. The results obtained validate the
efficiency and the reliability of the method on three-dimensional bladed disks.
�DOI: 10.1115/1.1850497�

Introduction

It is well known that the description of a bladed disk using its
cyclic symmetry properties �1,2� is not sufficient to predict accu-
rately its dynamic forced response. In such a mechanical system,
there are random uncertainties on the geometrical parameters, on
the mechanical parameters related to the constitutive equations, on
the boundary conditions, which are due to the manufacturing pro-
cess of the blade. The blade mistuning terminology is then intro-
duced because the blades of a bladed disk are slightly different
from one to another one. Such a mistuning is not without conse-
quence when analyzing the forced response of the bladed disk.
Indeed, it is observed that the vibratory energy of the mistuned
bladed disk is localized inducing large dynamic amplification fac-
tor �3–5�. Various researches have been carried out �see for in-
stance �6–9� for lumped parameters models �10–14� for reduced
order models� in order to understand and to control this phenom-
enon. This paper concerns a method that could be used for defin-
ing the specification of the blade manufacturing tolerances in or-
der to have a given amplification factor due to the mistuning in a
probabilistic context.

An exact parametric probabilistic approach should consist in
setting up experimental means in order to construct a complete
probabilistic model of all the parameters related to the random
geometry of the blade. Then functions mapping the domain of
uncertain parameters into the mass, damping, and stiffness finite

element matrices should be constructed. Then, efficient reduced
order models �12,14� should be used in order to analyze the forced
response statistics of the bladed disk. It should be noted that such
a parametric probabilistic approach would require a large number
of uncertain parameters to be experimentally identified, in particu-
lar, for modeling the stochastic fields representing the geometrical
random uncertainties.

In this paper, an alternative approach based on the use of the
nonparametric probabilistic model of random uncertainties devel-
oped for linear and nonlinear elastodynamics �15–17� is proposed.
The theory concerning this inverse problem related to the defini-
tion of the blade manufacturing tolerances has been previously
developed and validated for a simple numerical case �18�. Let us
recall that the main steps of such an approach are based on �1� the
construction of a mean reduced matrix model for each blade be-
cause the probability model related to the nonparametric approach
is implemented from reduced matrices; �2� the construction of the
probability model by using the maximum entropy principle under
constraints defined by the available information; three scalar pa-
rameters allowing the dispersion of the random mass, damping,
and stiffness matrices to be controlled constitute the data input of
the nonparametric approach; �3� the identification procedure of
these dispersion parameters with respect to the physical param-
eters that describe the random geometry of the blades. The objec-
tive of this paper is the application of the theory previously de-
veloped to a realistic case consisting of an industrial bladed disk.

It should be noted that the mistuning is completely controlled
by the probabilistic nonparametric model of the blade uncertain-
ties. This nonparametric model is itself completely controlled by
two scalar dispersion parameters, �M and �K , related to the mass
and the stiffness operators of the blades. The proposed estimator
of these dispersion parameters with respect to the blade geometry
uncertainties is weakly sensitive to the choice of the probability
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model used for generating the blade random geometry. Conse-
quently, it is important to note that the probabilistic model of the
blade random geometry is not directly used for predicting the
mistuning but only for estimating the dispersion parameters �M
and �K .

In a first part, a mean reduced matrix model both adapted to the
nonparametric approach and to industrial numerical computations
is briefly recalled. The theoretical results concerning the inverse
problem are then adapted to the industrial bladed disk. Finally, the
last section is devoted to a large finite element model of an indus-
trial fan stage. A convergence analysis is performed in order to
verify the choice of the reduced model dimension required for the
stochastic analysis. Furthermore, a random geometry of the blade
is defined in order to carry out the identification process of the
dispersion parameters. Then the probability distribution of the ran-
dom dynamic magnification factor is calculated as a function of
the tolerance parameters.

Mean Reduced Matrix Model
The structure considered is a three-dimensional rotating fan

stage modeled by a bladed disk with N blades. The bladed disk is
rotating around a fixed axis with the constant velocity � and is
submitted to external forces. The vibration analysis is carried out
in the rotating frame related to the reference configuration in the
low-frequency band B. The centrifugal terms are taken into ac-
count in the stiffness terms. Gyroscopic coupling due to rotating
motion is not taken into account. All the blades are different from
one to another due to manufacturing tolerances. Although the
level of uncertainty is homogeneous for the blades, the random
uncertainties are statistically independent from one to another
blade. The construction of a mean reduced matrix model for each
blade is thus required in order to model the random uncertainties
with the nonparametric probabilistic approach. In this paper, the
mean model of the structure is reduced by the substructuring
method introduced by Benfield and Hruda �19�. The efficiency of
this method has been proved for mistuned industrial bladed disks
�14,20�, where each blade constitutes a branch component of the
disk substructure. Each blade is reduced by using the Craig and
Bampton method �21�. A reduced model of the disk with loaded
coupling interface is constructed by modal analysis. In order to
connect the substructures, the displacement of each blade on the
coupling interface is projected on the disk modes by using the
continuity of displacements at the coupling interface. The matrix
equation related to the mean finite element model of the bladed
disk is written as

���2�M� ��i��D� ���K� � �u� ����f����, (1)

in which u� ��� and f���� are the Cn vectors of the degrees of free-
dom and of the external loads and where �M� �, �D� �, and �K� � are the
mean finite element mass, damping, and stiffness matrices of the
bladed-disk that are positive-definite matrices. The projection ba-
sis resulting from the substructuring method is written with the
following block decomposition as

� u� i
d���

u� ����

u� i
b���

���H� ��q�
d���

q�
b���� , �H� ��� �	� i

d ,c� �0�

�	� �
d ,c� �0�

�S� b��	� �
d ,c� �	� b�

� . (2)

In Eq. �2�, u� i
d , u� � , and u� i

b are the Cni
d
, CNn�, and CNni vectors of

the ni
d internal degrees of freedom of the disk, of the Nn� cou-

pling interface degrees of freedom and of the Nni internal degrees
of freedom of the blades. The vectors q�

d and q�
b are the CNd and

the CNb vectors of the generalized coordinates of the disk and of
the blades. The block decompositions of matrices �S� b� and �	� b�
with respect to the blades are constituted of matrices �S� jk

b �
��S� j�� jk and �	� jk

b ���	� j�� jk , where subscript jk is related to
blade j and blade k. Matrix �	� j� is a matrix in Mni ,nb

(R) whose

columns are the eigenvectors related to the nb first eigenvalues of
each blade with fixed coupling interface. The matrix �S� j� is a
matrix in Mni ,n�

(R) representing the static boundary functions.

The matrices �	� i
d ,c� and �	� �

d ,c� correspond to the block decom-
position of matrix �	� d ,c� with respect to the internal degrees of
freedom and the coupling interface degrees of freedom of the
disk. This matrix �	� d ,c� is the matrix in MNn��n

i
d ,Nd

(R) whose

columns are the eigenvectors of the disk loaded at its coupling
interface with mass and stiffness terms issued from the static con-
densation of the blades. The integer Nd is such that Nd�Nnd , in
which nd is the number of loaded disk modes related to the nd first
eigenvalues of the disk for a given circumferential wave number.
It should be noted that such a load allows the disk modes to
constitute a good approximation of the global modes of the struc-
ture. Such modes can be calculated by using the cyclic properties
of the disk �1,2�. Using �1� and �2� yields the mean reduced matrix
equation

�A� red�����q�
d���

q�
b������H� �Tf����, (3)

in which �A� red(�)����2�M� red��i��D� red���K� red� is the mean
reduced dynamic stiffness matrix of the bladed disk such that, for
E representing M, D, or K,

�E� red���H� �T�E� ��H� � , �E� red��MNb�Nd

� �R�. (4)

Introducing the block decomposition associated with Eq. �3�
yields

�A� red������ �A� d���� �A� c����

�A� c����T �A� b����
� , (5)

in which �A� d(�)� is the generalized dynamic stiffness matrix of
the disk constructed with eigenvectors matrix �	� d ,c� and where
the block jk of �A� b(�)� is such that �A� b(�) jk���A� j(�)�� jk in
which �A� j(�)����2�M� j��i��D� j���K� j� defines the general-
ized dynamic stiffness matrix of each blade with fixed coupling
interface and constructed with eigenvector matrix �	� j� .

Mistuning Analysis of the Bladed Disk With Random
Uncertainties

A nonparametric probabilistic approach is used for modeling
random uncertainties in each blade. Such a probabilistic approach
consists in constructing a probability model on the reduced matri-
ces of each blade. This probability model is derived from the
maximization of the statistical entropy under constraints defined
by the available information. The basis of this theory has been
completely developed in linear elastodynamics for the low-
frequency range �15,16� and for the medium-frequency range
�22�. Furthermore, it has been extended and validated for model-
ing nonhomogeneous random uncertainties �23� and for modeling
homogeneous statistical independent random uncertainties for
blade mistuning problematics �24,25�.

Nonparametric Probabilistic Model of Random Uncertain-
ties. Below, bold letters are related to deterministic vectors and
bold capital letters are related to random vectors. Capital letters
between brackets mean deterministic matrices and bold capital
letters between brackets mean random matrices. Since the blade is
reduced by using the Craig and Bampton method, it can be shown
that the reduced matrix equation of tuned blade j with free cou-
pling interface is written as

� �A� j���� �A� s
j����

�A� s
j����T �A� �

j ����
� � q�

j���

u� �
j �����F� j���, (6)

in which for blade j, u� �
j , and q�

j are the vectors of the coupling
interface degrees of freedom and of the generalized coordinates.
Matrix block �A� j(�)� corresponds to the dynamic part of the
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mean reduced matrix model for blade j with a fixed coupling
interface. For each blade, it is assumed that random uncertainties
mainly affect the dynamics of the blade with a fixed coupling
interface �18�. Consequently, the nonparametric probabilistic ap-
proach is implemented with respect to the matrix �A� j(�)� . The
nonparametric model of random uncertainties is then written as

U�����H� ��Qd���

Qb���� , (7)

in which Qd is the CNd-valued vector of the random generalized
coordinates of the disk and where Qb�(Q0, . . . ,QN�1) is the
CNb-valued vector of the random generalized coordinates of the
blades. Random vector (Qd,Qb) is the solution of the random
reduced matrix equation

� �A� d���� �A� c����

�A� c����T �Ab����
� �Qd���

Qb������H� �Tf����, (8)

in which the block jk of �Ab(�)� is such that �Ab(�) jk�
��Aj(�)�� jk and where �Aj(�)� is the random reduced dy-
namic stiffness matrix of blade j defined by �Aj(�)��
��2�Mj��i��Dj���Kj� . The available information for ran-
dom matrices �Mj� , �Dj� , and �Kj� is

E
�Mj����M� j� , E
�Dj����D� j� , E
�Kj����K� j� , (9)

�Mj� , �Dj� , �Kj� are Mnh

� �R�-valued random matrices,

(10)

E
��Mj��1�F
2���� , E
��Dj��1�F

2���� ,

E
��Kj��1�F
2���� , (11)

in which E is the mathematical expectation and where ��A��F
denotes the Frobenius norm of matrix �A�. The use of the maxi-
mum entropy principle with the constraints defined by this avail-
able information allows the probability distribution of each ran-
dom matrix to be constructed and it can be proved that �Mj� ,
�Dj� , �Kj� , j�
0, . . . ,N�1� are independent random variables.
It should be noted that these constraints allow the random re-
sponse U��� to be a second-order random vector. All the details
concerning the construction of this probability model can be
found in �15,16�.

Identification of the Dispersion Parameters of the Nonpara-
metric Approach With Respect to the Tolerance. For each
blade j, the probability distribution of each random matrix de-
pends only on dimension nb and on a positive parameter � j called
the dispersion parameter. Consequently, for a given blade j, there
are three positive numbers �M

j , �D
j , and �K

j that are the dispersion
parameters controlling the dispersion level of the three indepen-
dent random matrices �Mj� , �Dj� , and �Kj� . The use of these
dispersion parameters as parameters of the probability distribution
of the random matrices is explained in �16�. It should be noted
that the probability distribution of each random matrix is a
strongly nonlinear function of its dispersion parameter. Since we
are interested in studying the effects of mistuning due to blade
manufacturing tolerances, the dispersion parameters have to be
quantified with respect to the tolerances specifications. Such an
identification is achieved in constructing a random geometry of
the blade which respects the tolerances specifications. The random
geometry model allows the random mass matrix �Mpara, j� and the
random stiffness matrix �Kpara, j� to be constructed for blade j. It
can be shown �18� that dispersion parameters �M

j and �K
j can be

identified by the equation

�M
j �� WM

tol, j�nb�1 �

tr��M� j�2��tr��M� j� �2
, (12)

�K
j �� WK

tol, j�nb�1 �

tr��K� j�2��tr��K� j� �2
, (13)

in which tr denotes the trace and where WM
tol, j and WK

tol, j are de-
fined by

WM
tol, j�E
��	� j�T�Mpara, j��	� j���M� j��F

2�, (14)

WK
tol, j�E
��	� j�T�Kpara, j��	� j���K� j��F

2�. (15)

It should be noted that Eqs. �12� and �14� �or Eqs. �13� and �15��
do not assume that the mean value of random mass matrix
�Mpara, j� �or random stiffness matrix �Kpara, j�) is equal to the
corresponding matrix of the nominal model. Consequently, the
calculation of the dispersion parameters includes the bias between
the mean value and the nominal value. This assumption corre-
sponds to the following reality: there are no reasons for which the
mean value over a set of several blades manufactured with a given
specification of tolerances coincides with the nominal blade used
for the mean model and used for the manufacturing �mainly be-
cause the stiffness and the mass matrix do not linearly depend on
the geometry�. The Monte Carlo numerical simulation is used for
computing �M

j and �K
j . Once the dispersion parameters are iden-

tified, the stochastic equation defined by Eq. �8� is solved with the
Monte Carlo numerical simulation.

Random Dynamic Magnification Factor. Let �K� j� be the
mean finite element stiffness matrix of blade j. The elastic energy
of blade j related to the mean dynamical system is written as
e� j(�)�1/2u� j(�)*�K� j�u� j(�), in which u� j is the vector of the
degrees of freedom related to tuned blade j. Due to the cyclic
symmetry, we have e� 0(�)�¯�e� N�1(�) denoted as e� (�). The
similar quantity related to the stochastic dynamic system is de-
fined as Ej(�)�1/2Uj(�)*�K� j�Uj(�), in which Uj is the ran-
dom vector of the degrees of freedom related to mistuned blade j.
For � fixed in B, the random dynamic analysis is carried out by
introducing the random dynamic magnification factor B��� de-
fined with respect to the elastic energy by

B���� max
j�0, . . . ,N�1

�Ej���

e� �
, e� ��max

��B
e� ���. (16)

Moreover, the random dynamic magnification factor over fre-
quency band B is defined by

B��max
��B

B���. (17)

We are interested in estimating the probability density function
b�pB�

(b) and the probability P(B��b�), in which b� is a
given amplification level. A convergence analysis with respect to
parameters nd and nb allowing the reduction of the model to be
controlled is then carried out. The stochastic convergence analysis
is limited to the second-order convergence of B� because it im-
plies the convergence in law. We then introduce the mapping
(nd ,nb)����B���� with ���B����2�E
B�

2 �. This function ���B���� is
estimated by Conv(ns ,nd ,nb), such that

Conv2�ns ,nd ,nb��
1

ns

i�1

ns

B�
2 �� i�, (18)

in which �1 , . . . ,�ns
denote the ns realizations of the Monte

Carlo numerical simulation.

Application to an Industrial Fan Stage

Description of the Structure. The structure under consider-
ation is a wide chord supersonic fan geometry called SGC1. The
fan has 22 blades. The finite element model of the bladed disk is
shown in Fig. 1. It is constructed with 31,812 solid elements and
is constituted of n�473,814 degrees of freedom. Each sector con-
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tains 8133 nodes, which corresponds to 22,947 degrees of free-
dom. The structure is also characterized by the following param-
eters: ni�16,197, n��414, and ni

d�6036. The structure is in
rotation around its revolution axis with a constant velocity
��4500 rpm. Since the dynamic analysis is carried out in the
rotating frame of the structure, the rigid-body motion due to the
rotation of the structure corresponds to a fixed boundary condition
at the inner radius of the structure. The bladed disk is made of
titanium. The finite element matrices that include the prestresses
due to the rotational motion are generated for one sector. The
cyclic symmetry is used in order to construct the mean reduced
matrices described in Eq. �5� and allows the generalized eigen-
value problem related to the tuned bladed disk to be solved. Fig-
ure 2 displays the eigenfrequencies of the tuned bladed disk with
respect to the circumferential wave number. In this work, we are
interested in studying the mistuned forced response in a low-
frequency band of analysis defined by B��495,555� Hz with a
third engine order excitation. A damping model is added to the
bladed disk, which corresponds to a hysteretic model with a mean
loss factor ��0.002.

Stochastic Convergence Analysis for the Random Reduced
Model. For �M

j ��D
j �0 and �K

j �0.05, Figs. 3 and 4 are relative
to the convergence analysis of ���B���� with respect to parameters
nd and na , allowing the dimension of the random reduced matrix
model to be controlled and with respect to the number ns of real-
izations of the Monte Carlo numerical simulation. Figure 3 dis-
plays the graph ns�Conv2(ns ,nd ,nb) for nd�10 and nb�20. A
reasonable convergence is obtained for ns�300. For ns�300,
Fig. 4 shows the graph nb�Conv2(300,nd ,nb) for nd�10 �black
solid line�, for nd�7 �gray solid line�, for nd�5 �black dashed–
dotted line�, for nd�4 �gray dashed–dotted line�, for nd�3
�black dotted line�, and for nd�2 �gray dotted line�. It can be
deduced that nd�7 and nb�7 constitute the optimal values of the
nd and of the nb parameters for the mistuning analysis of this
industrial fan. It should be noted that such a reduction allows the
dimension of the stochastic finite element model to be reduced of
a factor of around 1500.

Identification of the Dispersion Parameters. It results from
the manufacturing process of a blade that all manufactured blades
are different from one to another one and from the nominal blade.
The tolerances that characterize the authorized fluctuations of the

Fig. 1 Finite element mesh for the 22 blades fan stage

Fig. 2 Graph of the eigenfrequencies with respect to the cir-
cumferential wave number for the tuned structure

Fig. 3 Graph of function ns¾Conv2
„ns ,nd ,nb… related to the

stochastic dynamic equation with �M
j Ä�D

j Ä0 and �K
j Ä0.05 and

for ndÄ10 and nbÄ20

Fig. 4 Graph of function nb¾Conv2
„300,nd ,nb… for ndÄ10

„black solid line…, for ndÄ7 „gray solid line…, for ndÄ5 „black
dashed–dotted line…, for ndÄ4 „gray dashed–dotted line…, for
ndÄ3 „black dotted line…, and for ndÄ2 „gray dotted line…, re-
lated to the stochastic dynamic equation with �M

j Ä�D
j Ä0 and

�K
j Ä0.05
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blade geometry are defined from its nominal geometry. In the
context of the blade manufacturing, the tolerances are specified
for different sections at a given height from the base of the blade.
Let S1 , S2 and S3 be three section profiles defined in Fig. 5. For
k�1, 2, 3, the parameters considered in this paper are the length
Lk of the chord and an angular torsion �k , which allows the shape
of the trailing edge to be controlled �see Fig. 6�. A random blade
geometry has to be constructed in order to identify the dispersion
parameters of the nonparametric model of random uncertainties.
Such a random geometry has to be representative of a manufac-
tured blade. It means that the random geometry has to respect the
constraints due to tolerances specifications and has to have a cer-
tain regularity of shape from one section to another one. Let x� be
the vector in R3(ni�n�) related to the coordinates of the nodes
belonging to the nominal mesh of the blade. Then let x be the
vector in R3(ni�n�) related to the coordinates of the nodes belong-
ing to the mesh of the manufactured blade. In the probabilistic
context of tolerancing, we then model x by the R3(ni�n�)-valued
random variable X. The random fluctuation of the geometry is
generated by the following model:

X�x��
i�I

Ti�i , (19)

in which 
�i ,i�I � is a vector basis chosen as a subset I of the
set of the eigenmodes of the nominal blade with a fixed coupling
interface and where Ti , i�I are independent random variables
with a uniform distribution. Figure 7 shows several section pro-
files for one realization of the random blade geometry with an
amplification coefficient equal to 20 �gray filled thin line� and for

the nominal blade �thick line�. It should be noted that the con-
struction of such a probabilistic model of the geometry remains
arbitrary and does not constitute a model corresponding to a given
manufacturing process. Nevertheless, this model is not directly
used to carry out a direct mistuning analysis. It is important to
note that the random dynamic magnification factor is strongly
sensitive to the choice of the probability model that is constructed
with the nonparametric approach and consequently does not di-
rectly depend on the probabilistic model of the geometry: this
nonparametric model depends only on the dispersion parameters.
The probabilistic model of the geometry allows these dispersion
parameters to be constructed as a function of the tolerances. An
error on this function induces an error on the value of the disper-
sion parameters for a given tolerance but does not yield an error
on the mistuning analysis for a given value of the dispersion
parameters.

Let p�
1, . . . ,ni�n�� be a node of the mesh of the blade. The
block decomposition of vectors x� and x with respect to a node p of
the mesh is denoted as x�p and xp , which are vectors in R3. Let nk
be the node related to the trailing edge of Sk , k�
1,2,3�. The
tolerance specifications allows parameter Lk �or parameter �k) to
be bounded between Lmin,k and Lmax,k �or between �min,k and
�max,k). The coordinates of node nk are then bounded such that

�xnk
�x�nk

���c�k , �k�
1,2,3�, (20)

in which �c�k is the vector in R3 related to the bounds of xnk

induced by the tolerance specifications characterized by Lmin,k ,
�min,k , Lmax,k and �max,k . The random mesh of the blade is mod-
eled by assuming that all the nodes of the mesh are allowed to
fluctuate with respect to the nominal mesh. The probability distri-
butions pTi

(t i) of uniform random variables Ti , i�I are then
estimated by the Monte Carlo numerical simulation with an opti-
mization procedure. Let �1 , . . . ,�ns

be the ns realizations used by
the Monte Carlo numerical simulation. We have then to find �i
�I, the probability distribution pTi

(t i) of uniform random vari-
able Ti such that �p�
1, . . . ,ni�n�� and � j�
1, . . . ,ns�,

�
i�I

Ti�� j��i ,p�� min
k�
1,2,3�

��ck�, (21)

in which �i ,p is the restriction of vector �i on the degrees of
freedom of node p and where Ti(� j) is the realization number j of
random variable Ti . It follows that this random geometry model
is in agreement with the tolerance specifications described in Eq.
�20�. The implementation of this strategy is carried out by using
the Monte Carlo numerical simulation with an heterodyne strategy
for computing the random variables in order to accelerate the
stochastic convergence.

Let us introduce dLmin,k and dLmax,k such that dLmin,k�Lk,0
�Lmin,k and dLmax,k�Lmax,k�Lk,0 in which, for section Sk , the
parameter Lk ,0 is the length of the chord related to the nominal
blade. In the numerical application, we have dLmin,1�¯

Fig. 5 Mesh of the nominal blade and definition of three sec-
tion profiles

Fig. 6 Geometrical parameters of the tolerances: section Sk of
the nominal blade „thick dashed-line… and of the manufactured
blade „thick solid line…. Location of the trailing edge „gray filled
zone… with respect to the tolerances specifications.

Fig. 7 Section profiles for a realization of the manufactured
blade with a zoom 20Ã „gray filled thin line… and for the nominal
blade „thick line…
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�dLmin,3 , denoted as dLmin , dLmax,1�¯�dLmax,3 denoted as
dLmax , �min,1�¯��min,3 denoted as �min and �max,1�¯

��max,3 denoted as �max . We then introduce that Figs. 8 and 9 are
related to the convergence with respect to the number ns of real-
izations and display the graphs ns� �̃K(ns) and ns� �̃M(ns) in
which �̃K(ns) and �̃M(ns) are the statistical estimators of Eqs.
�12�, �13� for dLmin��0.55 mm, dLmax�0.75 mm, �max���min
�0.55 deg. A reasonable convergence is obtained for ns�250. It
is then deduced that the dispersion parameters corresponding to
the values of the tolerances parameters are such that �K�0.035
and �M�3�10�5.

Probabilistic Analysis of the Blade Mistuning Due to Geo-
metric Uncertainties. In this section, the random mistuning
analysis is carried out for the complete bladed disk. In this appli-
cation, it is assumed that the random uncertainties are homoge-
neous from one blade to another one, yielding �M

j ��M , �D
j

��D and �K
j ��K , for all j�
0, . . . ,N�1�. The mass and the

stiffness dispersion parameters induced by the random geometry
of the blade are then deduced from the identification procedure
above. Such an identification methodology does not include
damping uncertainty. Therein, it will be assumed that the damping
dispersion parameter �D is 0. The Monte Carlo numerical simula-
tion is performed with ns�1500 realizations.

Figure 10 shows the probability density function b�pB�
(b) in

the case of the blade mistuning is only due to the variation of the
chord length related to each blade profile. With dLmin�
�0.55 mm and dLmax�0.75 mm and �max��min�0, it is found
that the corresponding dispersion parameters are very close to 0
and do not yield significant amplification with respect to the tuned
case.

A sensitivity analysis with respect to the tolerances related to
the blade torsion angle is then considered. The level of uncertainty
related to the blade chord uncertainty is given by dLmin�
�0.55 mm and dLmax�0.75 mm. Figure 11 and Fig. 12 display
the probability density function b�pB�

(b) for �max���min

�0.35 and �max���min�0.55, which correspond with the fol-
lowing dispersion parameters �M�2�10�5, �K�0.015, and �M

�3�10�5, �K�0.035, respectively.
It shows that there exist configurations of the random geometry

that yield amplification factors higher than 1.6. Furthermore, the
probability distribution of the amplification factor is very sensitive
with respect to �max , which allows the variability related to the
twist of the blade to be controlled. It should be noted that due to
random tolerances, the amount of uncertainty is mainly distributed
on the stiffness because the value of the mass dispersion param-
eter is less than 1000 times the stiffness dispersion parameter.

Fig. 8 Convergence with respect to the number ns of realiza-
tions: graph of function ns¾�̃K„ns… for dLminÄÀ0.55 mm,
dLmaxÄ0.75 mm, �maxÄÀ�minÄ0.55 deg

Fig. 9 Convergence with respect to the number ns of realiza-
tions: graph of function ns¾�̃M„ns… for dLminÄÀ0.55 mm,
dLmaxÄ0.75 mm, �maxÄÀ�minÄ0.55 deg

Fig. 10 Graph of the probability density function b¾pB�
„b…

for dLminÄÀ0.55 mm and dLmaxÄ0.75 mm, �maxÄÀ�minÄ0 deg

Fig. 11 Graph of the probability density function b¾pB�
„b…

for dLminÄÀ0.55 mm and dLmaxÄ0.75 mm, �maxÄÀ�minÄ0.35
deg
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Figure 13 displays the graphs �max�P(B��b�) for several
values of b��1.2 �a black solid line�, b��1.3 �a gray solid line�,
b��1.4 �a black dashed–dotted line�, b��1.5 �a gray dashed–
dotted line�, b��1.6 �a black dotted line�, and b��1.7 �a gray
dotted line�. As it was seen on a simple numerical example �18�,
this kind of graph has a maximum that allows two types of speci-
fications to be considered. One specification consists in defining
tolerances of the blade with high precision, whereas the other one
consists in intentionally mistuning the blade. For �max�0.55 deg,
it can be seen that P(B��1.6)�0.1593, P(B��1.5)�0.3273,
and P(B��1.4)�0.5933. In addition, the confidence region de-
fined by P(B��1.7)�0.1 is obtained for parameter �max�0.48
deg or �max�1.04 deg.

Conclusions
This paper deals with the specification of the blade geometrical

tolerances for mistuned bladed disks by using a nonparametric
probabilistic approach. The theory that has been previously devel-
oped for a simple numerical example is applied to an industrial
bladed disk. First, a mean reduced model of the bladed disk is
constructed with a ‘‘branch mode’’ substructuring method. This
model is adapted for implementing the nonparametric methodol-
ogy for each uncertain substructure. Mistuning is then introduced
by using a nonparametric probabilistic approach. It should be

noted that such a probabilistic model allows the random matrices
to be positive definite that is coherent with the linear structural
dynamic theory. Furthermore, the nonparametric approach allows
both blade eigenfrequencies and blade eigenvectors to be repre-
sented with coherence. For each blade, the quantification of these
uncertainties is described by three scalar parameters that allow the
global dispersion of mass, damping, and stiffness random matrices
to be controlled. In this paper, we are interested by solving the
inverse problem, which consists in characterizing the geometrical
tolerances for a given confidence region of the random dynamic
magnification factor over a narrow-frequency band of analysis.
Such a method requires us to relate the dispersion parameters of
the nonparametric probabilistic approach to the tolerance param-
eters of the blades. It should be noted that if the random dynamic
magnification factor of the mistuned bladed disk is strongly sen-
sitive to the nonparametric probability model of random uncer-
tainties, then it is weakly sensitive to the probability model for the
random geometry, which is only used to estimate the dispersion
parameters of the nonparametric model as a function of the toler-
ance parameters. This is the reason why an arbitrary coherent
probability model of the blade random geometry can be chosen.
Once the dispersion parameters are quantified, the probability lev-
els concerning the random dynamic magnification factor are then
characterized with respect to the specified tolerances. This paper
proposes a methodology allowing the dynamic amplification in-
duced by mistuning to be fixed. Finally, the proposed method
based on the use of the nonparametric approach could be extended
to the case of correlated random uncertainties between blades.

Nomenclature

n � number of degrees of freedom of the bladed disk
N � number of blades

nb � number of generalized coordinates for a blade
nd � number of disk modes per circumferential wave

number
ni

d � number of internal degrees of freedom of the disk
ni � number of internal degrees of freedom of a blade

n� � number of degrees of freedom on the coupling
interface of the blade

Nb � number of generalized coordinates for the blades
equal to nb�N

Nd � number of generalized coordinates for the disk
equal to nd�N

�A�T � transpose of matrix �A�
�A�* � transconjuguate of matrix �A�
tr�A� � trace of matrix �A�

��A��F � Frobenius norm of matrix �A� such that ��A��F

�tr(�A��A�T)1/2

E � mathematical expectation
P(X�x) � probability that random variable X be greater than

a given level x
Mn ,p(R) � set of all the n�p real matrices
Mn(R) � set of all the n�n real matrices
Mn

�(R) � set of all the positive-definite symmetric n�n real
matrices

� i j � Kronecker symbol such that � i j�1 if i� j and � i j
�0 if i� j

B � frequency band of analysis
� � rotation velocity
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Investigation of Three-
Dimensional Stress Fields and
Slip Systems for fcc
Single-Crystal Superalloy
Notched Specimens
Metals and their alloys, except for a few intermetallics, are inherently ductile, i.e., plastic
deformation precedes fracture in these materials. Therefore, resistance to fracture is di-
rectly related to the development of the plastic zone at the crack tip. Recent studies
indicate that the fracture toughness of single crystals depends on the crystallographic
orientation of the notch as well as the loading direction. In general, the dependence of
crack propagation resistance on crystallographic orientation arises from the anisotropy of
(i) elastic constants, (ii) plastic deformation (or slip), and (iii) the weakest fracture planes
(e.g., cleavage planes). Because of the triaxial stress state at the notch tips, many slip
systems that otherwise would not be activated during uniaxial testing become operational.
The plastic zone formation in single crystals has been tackled theoretically by Rice and
his co-workers [Rice, J. R., 1987, Mech. Mater. 6, pp. 317–335; Rice, J. R., and Saeed-
vafa, M., 1987, J. Mech. Phys. Solids 36, pp. 189–214; Saeedvafa, M., and Rice, J. R.,
1988; ibid., 37, pp. 673–691; Rice, J. R., Hawk, D. E., Asaro, R. J., 1990, Int. J. Fract.
42, pp. 301–321; Saeedvafa, M., and Rice, J. R., 1992, Modell. Simul. Mater. Sci. Eng. 1,
pp. 53–71] and only limited experimental work has been conducted in this area. The
study of the stresses and strains in the vicinity of a fcc single-crystal notch tip is of
relatively recent origin. We present experimental and numerical investigation of three-
dimensional (3D) stress fields and evolution of slip sector boundaries near notches in fcc
single-crystal PWA1480 tension test specimens and demonstrate that a 3D linear elastic
finite element model, which includes the effect of material anisotropy, is shown to predict
active slip planes and sectors accurately. The slip sector boundaries are shown to have
complex curved shapes with several slip systems active simultaneously near the notch.
Results are presented for surface and mid-plane of the specimens. The results demonstrate
that accounting for 3D elastic anisotropy is very important for accurate prediction of slip
activation near fcc single-crystal notches loaded in tension. Results from the study will
help establish guidelines for fatigue damage near single-crystal notches.
�DOI: 10.1115/1.1850939�

Introduction

Turbine blades and vanes in high-performance aircraft and
rocket engines are increasingly being made of single-crystal
nickel superalloys. Single-crystal nickel-base superalloys were de-
veloped to provide superior creep, stress rupture, melt resistance,
and thermomechanical fatigue capabilities over polycrystalline al-
loys previously used in the production of turbine blades and
vanes. Currently these single-crystal nickel-base turbine blade su-
peralloys are widely used in aircraft and rocket engine applica-
tions and are also being used in the NASA SSME alternate fuel
turbopump. These alloys play an important role in commercial,
military, and space propulsion systems. Single-crystal materials
differ significantly from polycrystalline alloys in that they have
highly orthotropic properties, making the position of the crystal
lattice relative to the part geometry a significant factor in the
overall analysis. Turbine blades and vanes, used in aircraft and
rocket engines, are typically the most demanding structural appli-

cations for high-temperature materials due to the combination of
high operating temperature, corrosive environment, high mono-
tonic and cyclic stresses, long expected component lifetimes, and
the enormous consequence of structural failure. Hence failures of
blade components account for 40% of all turbine engine compo-
nent failures attributable to HCF. Estimation of blade fatigue
life, therefore, represents a very important aspect of durability
assessment.

Metals and their alloys, except for a few intermetallics, are
inherently ductile, i.e., plastic deformation precedes fracture in
these materials. Therefore, resistance to fracture is directly related
to the development of the plastic zone at the crack tip. Recent
studies indicate that the fracture toughness of single crystals de-
pends on the crystallographic orientation of the notch �here re-
ferred to as the secondary orientation� as well as the loading di-
rection �here referred to as primary orientation� �1–9�. In general,
the dependence of crack propagation resistance on crystallo-
graphic orientation arises from the anisotropy of �i� elastic con-
stants, �ii� plastic deformation �or slip�, and �iii� the weakest frac-
ture planes �e.g., cleavage planes�. As far as crack initiation and
propagation in metallic alloys are concerned, the effect of crystal-
lographic orientation on the development of the plastic zone in the
vicinity of a crack tip is of significant importance. In polycrystal-
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line metals, although the far field stresses are controlled by their
isotropic properties, the behavior at the crack tip is partially gov-
erned by the crystal anisotropy.

Many groups have used dislocation theory to study the initia-
tion of plasticity at crack tips and notches, in semi-brittle materi-
als �10–15�, however, only limited work has been reported on the
development of plastic zones at meso- and macroscopic levels in
notched ductile single crystals. Because of the triaxial stress state
at the notch tips, many slip systems that otherwise would not be
activated during uniaxial testing become operational. The plastic
zone formation in single crystals has been tackled theoretically by
Rice and his co-workers �16–20�, and only limited experimental
work has been conducted in this area �21–25�.

The study of the stresses and strains in the vicinity of a fcc
single-crystal notch tip is of relatively recent origin; despite the
analytical and experimental investigations by researchers �16,21–
25�, a single-crystal model that incorporates 3D elastic anisotropy
and near-notch plasticity effects, necessary to accurately predict
evolution of slip sectors in 3D stress fields, is far from complete.
This paper presents an experimental and numerical investigation
of 3D stress fields and evolution of slip sector boundaries near
notches in fcc single-crystal tension test specimens and demon-
strates that a 3D linear elastic finite element model, which in-
cludes the effect of material anisotropy, is shown to predict active
slip planes and sectors accurately. This is a first step toward a
comprehensive analysis of the evolution of the plastic zone in
notches with triaxial stress fields in single-crystal superalloys. We
are developing constitutive relations for modeling crystal plastic-
ity in 3D stress fields, to evaluate both monotonic and cyclic
plastic stresses and strains, toward evaluating fatigue life in
single-crystal superalloy turbine blades. A rate-dependent consti-
tutive model is being developed �26� that is capable of modeling
large deformation and large strains. This model enables unique
determination of slip rates on each slip system even when many
potential slip systems are included in the model, thus, enabling
simulation of multiple slip.

Review of Two-Dimensional Plastic Analysis of Notched
Single Crystals

Rice �16� provided the foundation for much recent and current
work in the area of crack/notch tip stress and strain analysis by
examining the mechanics of both fcc and bcc notched specimens
loaded in tension. Rice constructs the plastic field at the crack tip
based on plane strain �two-dimensional �2D�� isotropic assump-
tions, and the results represent a continuous solution in terms of
the radial and angular displacement from the tip, where the state
of stress is constant within each sector. A perfectly plastic stress
field is assumed, and therefore the boundaries are defined as the
radial lines where a discontinuity occurs at specific angles where
the slip shifts from one system to another. The solution does not
distinguish between the two orientations’ sector boundaries or be-
tween fcc or bcc crystal structure. Both crystal orientations and
structures predict boundaries at 55, 90, and 125 deg. Rice notes
the weakness of this attribute, based on contradictory experimen-
tal studies, which is tied to the rotation of the crystal lattice. He
acknowledges the simplification of the plane strain assumption
and encourages incorporating anisotropy, strain hardening, and 3D
effects into future models.

Shield �21� conducted several tests of notched four-point bend-
ing single-crystal copper specimens to correlate Rice’s analytical
models with his experimental observations. Moiré interferometry
analysis was used to determine the strain fields and sectors.
Shield’s results from the low load levels show similarities to
Rice’s model, but do not correlate to Rice’s model at high plastic
strains. The strains do not maintain the same order in their relative
level of activity in different sectors. This changing slip activity
�with load level� contradicts the constant sector boundaries pre-

dicted using 2D isotropic assumptions. Shield’s experimental re-
sults, and their dissimilarity to Rice’s analysis, again highlight the
need for a more accurate predictive model.

Crone and Shield �23� continued experimental studies of notch
tip deformation in two different orientations of single-crystal cop-
per and copper-beryllium tensile specimens. Slip sector bound-
aries are determined experimentally, again using Moiré interfer-
ometry. The visible slip patterns determine slip activity, but as the
authors note, a lack of visible slip does not rule out any activity.
Slip systems may be activated internally, rather than at the sur-
face, or may show varying patterns on the surface as deformation
continues. They compared their experimental results to Rice’s
analytical solution, as well as numerical finite element analysis
�FEA� solutions by Mohan et al. �27� and Cuitino and Ortiz �28�.
Both numerical models are based on the plane strain assumption,
although Cuitino and Ortiz later conclude the problem cannot
truly be plane strain due to large strain differences internally and
at the surface. Even with the plane strain assumption, the numeri-
cal and analytical models do not match; all three differ from the
experimental results. The experimental results are somewhat am-
biguous due to the ‘‘annulus of validity,’’ where Crone and Shield
take their measurements. This annulus, following Shield and Kim
�25� corresponds to the radial area from 350 to 750 �m from the
notch tip. The notch width is between 100 and 200 �m, making
the notch radius between 50 and 100 �m. Therefore the annulus
and the region where the sectors are measured is anywhere from
3.5 to 7.0 and 7.5 to 15.0 times the notch radius from the tip.
These distances would place the sectors well out of the range of
any elastic deformation and clearly can only be used where ex-
treme plastic deformation exists. However, Crone and Shield pre-
serve this annulus to avoid material too close to the notch tip.
They note that observed slip activity begins in a single sector; as
deformation proceeds, more slip lines become visible in the same
sector at further radial distances from the notch. They also clearly
observe horizontal slip traces directly ahead of the notch, how-
ever, they discount their observations and label the slip as ‘‘elas-
tic’’ in order to compare their solution to other perfectly plastic
sharp crack solutions. Citing Saeedvafa and Rice �18� they further
explain these traces as a function of hardening and not plastic
deformation, but they do not make such accounts for the other
sectors. Contrary to the equivalent sectors predicted by Rice,
Crone and Shield’s observed sectors show a marked difference
with orientation, varying in both specific boundary angles and in
the number of sectors. The plane strain FEA results on a central
plane of the model appeared to correspond more closely to the
experimental results. Crone and Shield assert this agreement to the
central plane FEA results, which suggests that plane strain is ac-
curate for specific locations.

Schulson and Xu �22� examined the state of stress at a notch tip
for single crystal Ni3Al, the �� component of single-crystal super-
alloys, using three-point bending specimens. An analytical model
based on elastic isotropic assumptions was used and calculated
stress field around the notch based on the equations for a sharp
notch. Two solutions based on plane stress and plane strain as-
sumptions were evaluated. They note, however, that since the
notch causes a triaxial state of stress, both these assumptions and
ignoring anisotropy are approximations. Experimental results after
significant plastic deformation reveal results that deviate from
those predicted by either plane stress or plane strain, but are closer
to the plane stress assumption.

Elastic Anisotropy in fcc Single Crystals
The generalized Hooke’s law for a homogeneous anisotropic

body in Cartesian coordinates �x, y, z with origin at point O� is
given by Eq. �1� �29�

���� �ai j���� (1)

�ai j� is the matrix of 36 elastic coefficients, of which only 21 are
independent, since �ai j���aj i� . The elastic properties of FCC
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crystals exhibit cubic symmetry, also described as cubic syngony.
The elastic properties of materials with cubic symmetry can be
described with three independent constants designated as the elas-
tic modulus, shear modulus, and Poisson ratio �29�, and hence
�ai j� can be expressed as shown in Eq. �2�, in the material coor-
dinate system �fcc crystal axes are parallel to x, y, and z coordinate
axes�. In contrast to the fcc single-crystal material, an isotropic
material can only have two independent elastic constants

�ai j���
a11 a12 a12 0 0 0

a12 a11 a12 0 0 0

a12 a12 a11 0 0 0

0 0 0 a44 0 0

0 0 0 0 a44 0

0 0 0 0 0 a44

�
(2)

a11�
1

Exx
, a44�

1

Gyz
, a12��

	yx

Exx
��

	xy

Eyy

The elastic constants in the generalized Hooke’s law of an an-
isotropic body �ai j� vary with the direction of the coordinate axes.
For orientations other than the (x ,y ,z) axes, the �ai j� matrix var-
ies with the crystal orientation. In the case of an isotropic body the
constants are invariant in any orthogonal coordinate system. Con-
sider a Cartesian coordinate system (x�,y�,z�) that has rotated
about the origin O of (x ,y ,z). The elastic constant matrix �ai j� � in
the (x�,y�,z�) coordinate system that relates ���� and ���� �����
��ai j� ������ is given by the following transformation �29�:

�ai j� ���Q�T�ai j��Q�� 
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The transformation matrix �Q� is a 6�6 matrix that is a func-
tion of the direction cosines between the (x ,y ,z) and (x�,y�,z�)
coordinate axes. Knowing the state of stress at a given location, in
the material coordinate system (x ,y ,z), the resolved shear stresses
�RSS� on the 12 primary octahedral slip systems, denoted by �1,
�2, . . . ,�12, can be readily obtained using the transformation
given by Eq. �4� �30�. The slip plane and slip direction of the 12
primary octahedral slip systems are given in Table 1 �30�
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Three-Dimensional Elastic Anisotropic FEA of Notched
Single Crystal Specimens and Prediction of Slip Sectors

An ideal test would incorporate parameters for specimen size,
type of test, plasticity, hardening, lattice rotation, etc., and even-
tually a fatigue crack rather than a notch. However, before incor-
porating such complexity the basic model must be better under-
stood. We present a numerical and experimental investigation of
3D stress fields and evolution of slip sector boundaries near
notches, using double-notched tensile specimens of a single-
crystal superalloy, which has a fcc crystal structure. A 3D linear
elastic finite element model that includes the effect of material
anisotropy is shown to predict active slip planes and sectors at the
specimen surface accurately.

Three-dimensional FEA incorporating elastic anisotropy was
used to model test specimens with a fixed �001� primary crystal-
lographic orientation and two different secondary orientations �as
shown in Fig. 1� to predict slip activity and sectors around the
notch. The two specimens examined have the load direction along
the �001� primary orientation, while the notch directions are � 1̄10�
for specimen A and �010� for specimen B. Three-dimensional FEA
of notched single-crystal specimens was accomplished using
ANSYS finite element software �Version 5.7�. Figure 2 defines the
specimen dimensions whose values are given in Table 2. The FEA
component stresses were taken from the material coordinate sys-
tem, around the notch, and then used in the transformation equa-
tions to calculate the individual resolved shear stresses. Data were
analyzed over a wide range of radial and angular distances to
create a complete stress field, and later used to draw conclusions
on sectors and slip activation.

Fig. 1 Finite element analysis, specimens, and orientations
†32‡

Table 1 Slip plane and slip direction for the 12 primary octa-
hedral slip systems †30‡

Slip system Slip plane 110��111� Slip direction

1 �111� �101̄�
2 �111� �01̄1�
3 �111� �11̄0�
4 (1̄11̄) �101̄�
5 (1̄11̄) �110�
6 (1̄11̄) �011�
7 (11̄1̄) �110�
8 (11̄1̄) �01̄1�
9 (11̄1̄) �101�

10 (1̄1̄1) �011�
11 (1̄1̄1) �101�
12 (1̄1̄1) �11̄0�
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ANSYS aligns material properties with the element coordinate
system; therefore, the element coordinate system is aligned with
the material coordinate system so that the directional material
properties are suitably applied. The ANSYS elements chosen for the
FEM are PLANE2 �2D six-node triangular element with quadratic
displacement functions� and SOLID95 �3D structural solid with
20 nodes� capable of incorporating anisotropic properties. Figure
3 shows the 3D FE model of specimen A and a close-up view of
the notch mesh. After the three-dimensional solid model is cre-
ated, the front face is meshed with the PLANE2 �two-
dimensional� elements. This front face has precise element sizing
along the defined radial lines around the notch tip at 5 deg inter-

vals �Fig. 4�a��. Once the front face is meshed, three-dimensional
elements are swept through the volume to complete the meshing
of the model and the two-dimensional mesh is deleted.

To observe both the near-field and far-field state of stress in the
vicinity of the notch �radial and angular�, six concentric arcs were
created at the following radii from the notch tip: 0.25*�, 0.50*�,
1.00*�, 2.00*�, 3.00*�, and 5.00*�; where � is the notch radius
�Fig. 4�b��. The element sizing of the FEM allows data to be
collected on any of five separate x-y planes, including the front,
middle, and back planes.

Results From Finite Element Analysis
Results were plotted for the 12 primary RSS values from r

�0.25*� to 5*� and from 0 deg to the top of the notch �100 deg
for 0.25*� up to 170 deg for 5*��. Figure 5�a� shows a represen-
tative plot of RSS values of 12 primary slip systems, on the sur-
face of specimen A, as a function of theta, at r�5� . As a stress-
based process, slip deformation can be predicted by the numerical
model’s highest individual resolved shear stresses. The slip sys-
tems that are represented by the highest resolved shear stresses,
which exceed the experimentally measured critical resolved shear
stress �CRSS� value, should then be observable as slip lines in the
experimental test samples. The experimentally determined CRSS
value of 47 ksi for the primary slip systems is shown as a dark
horizontal line in Fig. 5. The dominant slip systems shown in Fig.
5�a� (�1 from 0 to 54 deg, �2 from 54 to 68 deg, �6 from 68 to 86
deg, �2 from 86 to 122 deg, and �3

Fig. 2 Dimensions of specimen A †31‡

Fig. 3 3D Finite element model of specimen A with a close-up
view of the notch †31‡

Fig. 4 „a… Close-up view of element sizing on the specimen
front face near the notch and „b… Radial and angular coordi-
nates used for producing slip sector plots †32‡Table 2 Actual and finite element specimen dimensions in mm

†31‡

Dimensions

Specimen A Specimen B

Actual FEM Actual FEM

Width 5.100 5.100 5.04 5.04
Height 19.000 19.000 17.594 17.594

Thickness 1.800 1.800 1.82 1.82
Right notch length 1.300 1.550 1.399 1.399
Left notch length 1.550 1.550 1.36 1.399

Right notch height 0.113 0.113 0.084 0.084
Left notch height 0.111 0.113 0.0845 0.084
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from 122 to 135 deg�, with RSS values above 47 ksi will be
activated at that radial and angular location. Although there are
other slip systems with RSS values above the CRSS value, the
only observed slip systems are the dominant ones.

The slip system with the maximum RSS varies with radial and
angular position; sectors were determined for each radius by the
overall maximum RSS or the dominant slip system. By carefully
studying the RSS plots from r�0.25*� to 5*� a comprehensive
picture of activated slip systems emerges. Figure 6 shows acti-
vated regions with different colors indicating activated slip sys-

tems, around the notch, for specimens A, at the surface. For ex-
ample, at r�0.25*� , �11 is activated from 0 to 17 deg, and at r
�5*� , �1 is activated from 0 to 54 deg, and so on. Table 4 also
summarizes the dominant slip systems at the surface of specimen
A, as a function of � and r.

The RSS values at the midplane were consistently higher than
those at the surface, as shown in Fig. 5�b�. This indicates that slip
is likely to initiate at the midplane and progress to the surface.
Crone and Shield �23� also note that slip systems may be activated

Fig. 5 „a… RSS values „specimen A… for the 12 slip systems, as a function of theta, at rÄ5*� on surface
†32‡; and „b… RSS values „specimen A… for the 12 slip systems, as a function of theta, at rÄ5*� on
midplane †32‡
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internally, rather than at the surface. It is also observed in Fig. 5�b�
that dominant slip systems occur in pairs (�1 and �10, �2 and �11).
The RSS values for other nondominant slip systems also occur in
pairs (�5 and �7, �4 and �6, �3 and �12, �8 and �9).

The radial variation produced lobed sectors, rather than straight
sectors with constant boundaries �Fig. 6�. Note that the boundaries
are shaped more like lobes than the constant pie-slice radial
boundaries depicted by Rice �16� and Crone and Shield �23�.

Comparison of Experimental Results With Finite Ele-
ment Analysis

Experimental slip field results produced from tensile testing of
specimens A and B were compared to FEA predictions. We will
discuss the comparison of numerical and experimental results at
r�5*� , as shown in Fig. 7 and summarized in Table 3. The FEA
results predict slip activation from 0 to 135 deg; however, in the
experimental test, slip activation is only visible at the given radius
up to 110 deg.

The exact slip system cannot be determined by the slip trace
analysis alone; nonetheless, correlating the known slip plane to
the numerical prediction is still a good measure of the model’s
accuracy. The single dominant slip system plane predicted for

each sector by the FEA and those indicated by the experimental
specimen match well �Table 3�. The crystal orientation of the
tested single-crystal specimen A deviated 8 deg from the 001�
load direction. This deviation may result in the apparent asymme-
try in certain sectors between the positive and negative half

Fig. 6 Dominant and active slip systems at the surface of
specimen A as a function of � and r †32‡

Fig. 7 Experimental slip field results on the surface for speci-
men A

Table 3 Summary of numerical and experimental results for specimen A at rÄ5*� †31,32‡

Dominant Slip System Sectors
Specimen A

r�5*�

Sector

Numerical solution
Experimental

results
Isotropic
solution Rice solution

� � max
Slip

system � Slip plane �
Slip

plane � Slip plane

I 0–54 �1 �111�

�101̄�

0–68 �111�
or

(1̄1̄1)

0–56 (111) 0–55 (1̄11)
and

(11̄1)
II 54–68 �2 �111�

�01̄1�

56–115 (111) 55–90 (1̄11)
and

(111̄)
or

�111�
III 68–86 �6 (1̄11̄)

�011�

68–90 (1̄11̄) — — 90–125 (11̄1)
and

(111̄)
or

�111�
IV 86–122 �2 �111�

�01̄1�

85–115 (111)
or

�1̄1̄1�

— — 125–180 (1̄11)
and

(11̄1)
V 122–135 �3 �111�

�11̄0�

— — — — — —
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planes, as well as any sector boundary differences. Furthermore,
the specific irregularities in the notch cutouts may have a different
effect from the simplifications of symmetry made in the FEM. The
discrepancies seen between the numerical and analytical models

may be due to the elastic simplifications of the model, but may
also be attributed in part to the 8° deviation from �001� for the
experimental load axis.

Specimen B was also analyzed using similar techniques. Figure

Fig. 8 Experimental slip field results on the surface for specimen B

Table 4 Numerical prediction of dominant slip systems on the surface of specimen A, for
varying radii r from the notch †31,32‡

Dominant Slip System Sectors
Specimen A

Sector

r�0.25*� r�0.5*� r�1*�

� � max
Slip

system � � max Slip system � � max Slip system

I 0–17 �11 (1̄1̄1)
�101�

0–35 �1 �111�

�101̄�

0–57 �1 �111�

�101̄�
II 17–82 �2 �111�

�01̄1�

35–105 �2 �111�

�01̄1�

57–113 �2 �111�

�01̄1�
III 82–100 �6 (1̄11̄)

�011�

¯ ¯ ¯ 113–120 �3 �111�

�11̄0�

Sector

r�2.0*� r�5.0*�

� � max Slip system � � max Slip system

I 0–59 �1 (111)�101̄� 0–54 �1 (111)�101̄�
II 59–116 �2 (111)�01̄1� 54–68 �2 (111)�01̄1�
III 116–150 �3 (111)�11̄0� 68–86 �6 (1̄11̄)�011�
IV ¯ ¯ ¯ 86–122 �2 (111)�01̄1�
V ¯ ¯ ¯ 122–135 �3 (111)�11̄0�
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8 shows the experimentally predicted slip field results, while
Table 5 summarizes the numerical results. Numerically predicted
slip systems for specimen B agree extremely well with experi-
mental results, as in specimen A. Experimentally observed slip
field results are seen to be very different from those of specimen
A, highlighting the importance of crystal orientation in activating
specific slip systems. Figure 9 shows the dominant slip sector
boundaries at the surface of specimen B, as a function of � and r.
Comparison of the results between Figs. 6 and 9 show that the
activated slip systems for the two specimen orientations are very
different, as is also evidenced by the experimental slip fields. The
RSS values at the specimen midplane were also higher for speci-
men B, and occurred in pairs, indicating again that slip is likely
initiated at the midplane first.

Conclusions
A detailed experimental and numerical investigation of 3D

stress fields and evolution of slip sector boundaries near notches
in fcc single-crystal tension test specimens is presented, as a func-
tion of crystallographic orientation. Results demonstrate that a 3D
linear elastic finite element model that includes the effect of ma-
terial anisotropy predicts active slip planes and sectors accurately.
The slip sector boundaries are shown to have complex curved
shapes with several slip systems active simultaneously near the
notch. Slip sectors determined by the stress field are not constant

for a given material, as generally indicated by the literature
�16,21–23�, but are determined by the applied load. Slip sector
boundaries on the surface showed excellent agreement with ex-
perimental results. Slip systems activated are shown to be a strong
function of crystallographic orientation. Results are presented for
the surface and midplane of the specimens. The RSS values at the
midplane were consistently higher than at the surface, for both
orientations examined, indicating that slip might indeed initiate at
the midplane and progress to the surface. The results presented
demonstrates that accounting for 3D elastic anisotropy is very
important for accurate prediction of slip activation near fcc single-
crystal notches under a triaxial state of stress. A linear elastic
model can be used to predict the initial slip, based on the CRSS
value for the slip system, but cannot predict subsequent behavior
due to plasticity around the notch tip. Some other modeling as-
sumptions include low temperature deformation, no account of
microstructural �i.e., dislocation� mechanisms, and no crystal lat-
tice rotation. However, for this analysis, we have used the FEA
results to only predict the onset of yield on slip systems and not
the subsequent effects of plasticity. These advanced effects will be
included in subsequent modeling efforts currently underway.
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Frequency Response Analysis of
an Actively Lubricated
Rotor/Tilting-Pad Bearing System
In the present paper, the dynamic response of a rotor supported by an active lubricated
tilting-pad bearing is investigated in the frequency domain. The theoretical part of the
investigation is based on a mathematical model obtained by means of rigid body dynam-
ics. The oil film forces are inserted into the model by using two different approaches: (a)
linearized active oil film forces and the assumption that the hydrodynamic forces and the
active hydraulic forces can be decoupled, and (b) equivalent dynamic coefficients of the
active oil film and the solution of the modified Reynolds equation for the active lubrica-
tion. The second approach, based on the equivalent dynamic coefficients, leads to more
accurate results because it includes the frequency dependence of the active hydraulic
forces. Theoretical and experimental results reveal the feasibility of reducing resonance
peaks by using the active lubricated tilting-pad bearing. By applying a simple propor-
tional controller, it is possible to reach 30% reduction of the resonance peak associated
with the first rigid body mode shape of the system. One of the most important conse-
quences of such a vibration reduction in rotating machines is the feasibility of increasing
their operational range by attenuating resonance peaks and reducing vibration
problems. �DOI: 10.1115/1.1850940�

1 Introduction

Rotating machines as turbo generators, compressors, turbines,
and pumps, are often vital elements in the production process.
Therefore, these machines must have not only high performance,
but also high availability, in order not to jeopardize the production
flow. In many situations, this availability depends on the adapta-
tion capacity of the machine to quickly changing demands.
In other words, the operational range of the machine must be
adjustable.

The dynamic characteristics of a rotating machine strongly de-
pend on the bearings. Once the bearings are designed, the machine
has dynamic properties limiting and establishing its operational
range. As a result, the operational range of the machine is not
adjustable because the bearings have fixed geometry and, conse-
quently, fixed operational properties. Due to variations of produc-
tion demand, such properties may no longer be suited, and the
rotating machine may operate below its expected efficiency.

A possible solution toward modifying the operational properties
of journal bearings in situ and increasing the flexibility of the
machine operational range may be the use of active lubrication.
When the hydrostatic and the hydrodynamic lubrication are simul-
taneously combined in a journal bearing, with the aim of reducing
wear between machine elements, one refers to the hybrid lubrica-
tion, which offers the advantages of both lubrication mechanisms.
When part of the hydrostatic pressure is also dynamically modi-
fied by means of hydraulic control systems, one refers to the ac-
tive lubrication. By the combination of electronics, control design
and hydraulics, the active lubrication simultaneously allows the
reduction of wear between rotating and nonrotating parts of the
machinery and the attenuation of rotor vibrations. Such an attenu-
ation of vibration levels leads to machinery with wider operational
ranges, since the bearings’ properties can be modified according to

the imposed operational conditions. Therefore, by taking advan-
tages of the active lubrication an increase in the operational range
flexibility can be achieved.

Active lubrication can also be used in the case of machinery
failure �unbalance, rubbing, blade loss, instability, etc.�. By con-
trolling and keeping the shaft vibrations below acceptable limits,
it is possible to keep the machine working until a repair stop, in a
suitable moment, can be programmed. Therefore, sudden stops
can be avoided and the machine availability can be increased.

The first ideas of active lubrication, applied to a tilting-pad
bearing, appeared in the work of Santos �1�. Since then, large
developments in the modeling of such bearings have been
achieved regarding oil film pressure estimation �2�, oil film tem-
perature estimation �3�, static and dynamic property analyses �4�,
and unbalance response control �5�. Some experimental results
with tilting-pad bearings show that vibration amplitudes can be
reduced up to 50% �6� using active lubrication controlled by
simple PD controllers. Such results refer to an unbalance response
in the time domain obtained at a fixed angular velocity. The ap-
plication of active lubrication to other kinds of bearings has also
been investigated by other authors. Wu and Pfeiffer �7� proposed a
method for theoretically estimating the oil film pressure distribu-
tion of an actively lubricated plain journal bearing. Bently et al.
�8� experimentally investigated the dynamic behavior of an ac-
tively lubricated hydrostatic bearing in the frequency domain.
Santos and Watanabe �9,10� explored the advantages of using con-
trol techniques to change the dynamic coefficients of a multirecess
journal bearing via active lubrication toward compensating bear-
ing cross-coupling effects. By adopting a proper control feedback
strategy and control gains the authors concluded that the stability
margin of rotor-bearing systems can be significantly enlarged.

The aim of the present work and its main contribution is related
to the experimental analysis of an active lubricated tilting-pad
bearing in the frequency domain. With focus on the active lubri-
cation’s practical applications to industrial compressors, moni-
tored by means of eddy-current probes, the structure of the control
loop is intentionally kept as simple as possible. A mathematical
model is derived using two different approaches, aiming at includ-
ing the effect of oil film active forces. Frequency response func-
tions �FRFs� of the rotating system operating passively �under
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conventional hydrodynamic lubrication� and actively �under ac-
tive lubrication� are theoretically and experimentally obtained,
compared, and discussed.

2 Test Facilities
The actively lubricated bearing under investigation is built by

four tilting-pads, in a load-on-pad configuration �Fig. 1�. The ac-
tive control forces acting on the rotating shaft are produced by
injecting oil into the bearing gap through orifices machined in the
pad sliding surfaces �Fig. 2�. By coupling two hydraulic servo
valves to the pair of pads arranged in the vertical and horizontal
directions �Fig. 1�, the pressure of the injected oil can be dynami-
cally controlled. Thus, the hydrodynamic pressure, i.e., the main

mechanism of bearing load capacity, can be altered among the
different pads, and shaft vibrations can be attenuated aided by
properly designing feedback control loops.

It is important to emphasize that conventional lubrication is still
the main source of load capacity in this hybrid bearing. In addi-
tion, the use of active lubrication in tilting-pad journal bearings
has the strong advantage of its negligible cross-coupling effects
between orthogonal directions. A secondary advantage of this kind
of lubrication is the possibility of cooling the oil film flow by the
oil injection through the orifices distributed on the pad surfaces
�3,4�.

Figure 3 illustrates the test facilities located in the Department
of Mechanical Engineering at the State University of Campinas
�Brazil�, used for the experimental validation and tests of the ac-
tive tilting-pad bearing. It is composed of a 3 hp electric motor
�Fig. 3, element 1� connected to a rigid shaft by means of a flex-
ible universal joint. The motor rotation is controlled by a fre-
quency converter. The rigid shaft is supported by a self-aligning
ball bearing �Fig. 3, element 2� and the active bearing �Fig. 3,
element 6�, which is connected to the servo valves �Fig. 3, ele-
ment 7� by means of pipelines. Steel discs �Fig. 3, element 3� are
mounted on the shaft, which results in a total mass of 80.9 kg.
Eddy current probes �Fig. 3, element 5� are used to measure shaft
displacements in both orthogonal directions, whereas a load cell is
used to measure the excitation force applied by an electromag-
netic shaker. It is worth mentioning that the measured displace-
ment signals from the eddy current probes are the only signals
used for building the feedback control loop.

The FRFs of the rotor-active bearing system are obtained by
using a chirp signal with a period of 2 s and a cutoff frequency of
100 Hz. This excitation signal is applied to an electromagnetic

Fig. 1 Actively lubricated tilting-pad bearing and oil injection system

Fig. 2 Schematic view of the injection system connected to
one of the bearing pads

Fig. 3 Active lubricated bearing test rig: „1… electric motor, „2… self-aligning
ball bearing, „3… rigid shaft; „4… excitation bearing, „5… eddy current probes, „6…
active lubricated tilting-pad bearing and „7… servo valves
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shaker attached to the load cell by a wire. The load cell is con-
nected to the shaft via an auxiliary ball bearing �Fig. 3, element
4�. Both force and displacement signals are processed by a signal
analyzer.

The control signals to the servo valves are on-line computed by
a PC, using a parallel signal processing system. The displacement
signals are filtered, multiplied by the feedback gain �proportional
gain� and sent to the servo valves.

3 Mathematical Modeling
The rotating subsystem consists of a shaft and a disk �Fig. 3�.

This subsystem is considered as a rigid body in the frequency
range of investigation �0–100 Hz�. The passive and active forces
act on four reference points, highlighted in Fig. 4: point R, ball
bearing position �reaction force�; point O, rotor-disk center of
gravity �gravity force�; point E, electromagnetic shaker attach-
ment point �excitation force�; and point H, active tilting-pad bear-
ing position �control forces�.

With help of moving reference frames, the shaft angular dis-
placements ��, �, and �� around point R can be described, fol-
lowing the consecutive Kardan’s rotations: first, around Z �inertial
reference frame�; second, around Y 1 �auxiliary reference frame
B1); and finally, around X2 �auxiliary reference frame B2, at-
tached to the shaft as illustrated in Fig. 4�. By using Euler’s equa-
tion, considering that the point R does not move, a set of nonlin-
ear equations of motion of the rigid rotor-disk is achieved. By the
assumption of small angular displacements, constant rotor angular
velocity, and low vibration frequencies, such a set of nonlinear
equations of motion can be linearized, resulting in the following
system of equations:

Iyy
R �̈�Ixx

R �̇�̇��rROFOz
�rREFEz

�rRHFHz (1)
Izz

R �̈�Ixx
R �̇�̇�rROFOy

�rREFEy
�rRHFHy

The oil film forces are described by using two different ap-
proaches in the present work. It is important to point out that such
approaches are carefully analyzed with the aim of facilitating the
design of the control loop gains.

3.1 First Approach: Linearization of the Active Forces by
Means of Quasi-Static Experimental Tests. The force acting
on point H comes from the oil film between the shaft and the pad
surfaces. Such a force can be split into two basic components: the
hydrodynamic force originated from the conventional lubrication
and the active force resulting from the oil injection system. The
hydrodynamic forces can be represented by equivalent dynamic
coefficients

FHy
� f staticy

�KyyyH�DyyẏH�FAy (2)

FHz
� f staticz

�KzzzH�DzzżH�FAz

In the case of tilting-pad journal bearings, the cross-coupling co-
efficients (Kyz ,Kzy ,Dyz ,Dzy) can be neglected when compared
to the direct coefficients (Kyy ,Kzz ,Kyy ,Dzz). Thus, only the di-
rect coefficients are considered in Eq. �2�.

Considering that yH�rRH� and zH��rRH� and inserting Eq.
�2� into Eq. �1�, the linearized equations of motion for describing
the test rig dynamics are achieved

active case Mẍ��G�D�ẋ�Kx�fE�fA (3)
passive case Mẍ��G�D�ẋ�Kx�fE

The term fE is related to the excitation force applied to the shaft
by means of the electromagnetic shaker. The gravity force fO , not
presented in Eq. �3�, is canceled by the static part of the hydrody-
namic forces, presented in Eq. �2�. The force from the active lu-
brication fA is linearized and considered as an external force in the
mathematical model. Details about how to experimentally obtain
such a force is presented in Section 4.2. The contribution of the
conventional hydrodynamic lubrication is inserted into the model
by using the matrices K and D of Eq. �3�, which contain the oil
film equivalent dynamic coefficients �Eq. �2��. In the literature,
there are several approaches to estimate the equivalent dynamic
coefficients of conventionally lubricated bearings, being the works
of Lund �11�, Lund and Thomsen �12�, Springer �13�, Someya
�14�, just a small sample of them. In the present work, specifically
in the case of tilting-pad bearings, the perturbation method pro-
posed by Allaire et al. �15� is used to calculate the oil film coef-
ficients of the conventional lubrication, i.e., terms Kyy , Kzz , Dyy ,
Dzz in Eq. �2�. It is important to emphasize that the matrices
D�So,�� and K�So,�� are dependent on the Sommerfeld number
So and the excitation frequency �.

3.2 Second Approach: Equivalent Dynamic Coefficients
Obtained From the Equations of the Active Lubrication. An
alternative way of modeling the test rig is by adopting the global
equivalent dynamic coefficients of the active lubrication �16,17�.
These coefficients are calculated by simultaneously considering
the contributions of conventional �hydrodynamic� and active lu-
brication. In such a case the Reynolds equation is modified and an
additional term is included, in order to consider the controlled
radial oil injection into the bearing gap �2�. By also considering
the dynamics of the servo valves and the adopted control strategy,
it is possible to obtain the equivalent dynamic coefficients of the
oil film as function of the control gains. It is important to highlight
that the dynamics of the hydraulic system �servo valve param-
eters, pressure-flow relationship, pipeline and orifice dimensions�
play an important role in the oil film global coefficients. The es-
timation method of these global coefficients is thoroughly de-
duced in the works of Santos et al. �16,17�.

By adopting the global dynamic coefficients, the hydrodynamic
forces considering both active and conventional lubrication are
given by

FHy
��K̄yyyH�D̄yyẏH

(4)
FHz

��K̄zzzH�D̄zzżH

Hence, the equations of motion of the shaft-disk subsystem �Eq.
�3�� changes to

Mẍ��G�D̄�ẋ�K̄x�fE (5)

where the term fA is suppressed and the contribution of the hydro-
dynamic forces, considering both active and conventional lubrica-
tion, is inserted into matrices D̄ and K̄ through the global dynamic
coefficients. It is important to emphasize that the matrices
D̄(So,� ,GP ,GD) and K̄(So,� ,GP ,GD) are dependent on the
Sommerfeld number So, excitation frequency �, the control loop
gains GP �proportional gain�, and GD �derivative gain�. When

Fig. 4 Points of acting forces „R,O,E,H… and auxiliary refer-
ence frames used in the model of the rigid shaft-disk
subsystem
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such gains are set to null, Eq. �3� in the passive case and Eq. �5�
become the same. A typical behavior of the global coefficients as
a function of the proportional gain GP will be presented in Section
4.3.

4 Theoretical and Experimental Results
The test rig parameters are presented in Table 1.

4.1 Passive Case: Theory and Experiment. In the passive
case, the active system is turned off and the system is modeled by
Eq. �3�, setting the term fA to zero. In order to investigate the
system characteristics in the frequency domain, two constant op-
erational rotating velocities are chosen: 900 rpm �15 Hz� and 1800
rpm �30 Hz�. At these two angular velocities, the oil film coeffi-
cients are obtained by applying the perturbation method proposed
by Allaire et al. �15� and Parsell et al. �18�, taking into account the
pad inertia. The behavior of such coefficients as a function of the
excitation frequency is illustrated in Fig. 5. The cross coupling
coefficients (Kyz , Kzy , Dyz , and Dzy) are negligible compared to
the direct coefficients and not shown in Fig. 5.

The dynamic characteristics of the rotor-bearing system at a
constant angular velocity can be analyzed based on the receptance
curve, which is the ratio between output �rotor displacement� and
input �shaker force� expressed as a function of the excitation fre-
quency. Figure 6 presents a comparison between numerical and
experimental results of the system receptance �FRFs� in the hori-
zontal direction �y direction� at the rotor angular velocity of 900
rpm �15 Hz�. Figure 7 also presents the same comparison, but
when the rotor operates at the constant angular velocity of 1800
rpm �30 Hz�. As it can be seen, the system has a resonance peak at
the frequency of 45 Hz when the angular velocity is 900 rpm �15
Hz� and a resonance peak at 42 Hz when the angular velocity is
1800 rpm �30 Hz�.

The predominate spikes in the FRFs �Figs. 6 and 7� are caused
by rotor unbalance and misalignment. The signals measured by
the displacement probes contain information not only about the
system response, but also about unbalance and misalignment. As a
result, besides the system frequency response, the FRFs present
spikes at harmonics of the rotating frequency exclude, as it can be
seen in Figs. 6 and 7 �1�	, 2�	, etc.�.

Neglecting the harmonic spikes and considering the system re-
sponse, a good agreement between experiment and theory is
achieved, especially in the frequency range between 10 to 50 Hz.
Figures 6 and 7 clearly show that, in the passive case, the math-
ematical model, given by Eq. �3� or �5� considering the linearized
oil film coefficients, is able to accurately represent the rotor-
bearing dynamics. Moreover, the figures also reveal that the oil
film coefficients are very well tuned.

The system FRFs in vertical direction �z direction� are not pre-
sented because the system has no resonance in the considered
frequency range from 10 to 100 Hz.

4.2 Active Case: Experiment. In the active case, the rotor
displacements are measured, and such signals are multiplied by a
proportional gain. The resultant signals are sent to the servo
valves. Simultaneously, displacement and force signal are on-line
acquired and on-line processed with the aim of achieving the new
receptance curves for the actively controlled rotor-bearing system.

Table 1 RotorÕtilting-pad bearing characteristics

Rotor polar momcnt of in ertia (Ixx
R ) 0.908 kg m2

Rotor lateral moment of inertia (Iyy
R �Izz

R ) 2.485 kg m2

Distance from R to O (rRO) 0.146 m
Distance from R to E (rRE) 0.2195 m
Distance from R to H (rRH) 0.376 m
Journal radius 24.96 mm
Pad inner radius 26.0 mm
Pad angle 60.0 deg
Offset 0.5
Pad width 40.0 mm
Pad inertia 2.6�10�4 Kg m2

Number of orifices per pad 5
Assembled bearing gap 170 
m
Oil dynamic viscosity @ 30° 0.043 Pa•s
Supply pressure 8.0�106 Pa

Fig. 5 Oil film coefficients Kyy , Kzz , Dyy , Dzz of the TPJB
under conventional lubrication condition as a function of the
excitation frequency � and two Sommerfeld numbers So cor-
responding to the angular velocities of �Ä900 rpm „15 Hz… and
�Ä1800 rpm „30 Hz…

Fig. 6 Frequency response functions of the rotor-bearing sys-
tem in the passive case for �Ä900 rpm „15 Hz…, horizontal
direction
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In order to calculate the proportional control gain according to
the first approach �Section 3.1�, the active oil film force has to be
determined based on the input signal sent to the servo valve �Fig.
8�. The easiest and most practical assumption is a linear relation-
ship between input signal and active oil film force, represented by
a single proportionality coefficient, i.e., � in N/V . Such a coeffi-
cient can be easily obtained by measuring the variation of the oil
film force acting on the shaft while the input signal to the servo
valve is varied. A force transducer is attached to the test rig �Fig.
3, element 4� and a step function is used as input signal to the
servo valve. Such a test is carried out under a quasi-static condi-
tion, i.e., using a step function with a low frequency, which in this
case was 1Hz. It is worth mentioning that in such a quasi-static
test at constant angular velocity, no � dependency on the excita-
tion frequency � and Sommerfeld number So can be evaluated,
unless the tests are repeated with changing values of excitation
frequency in the frequency range until 100 Hz and at different
rotor angular velocities inside of the operational range.

Figure 8 illustrates the result of the quasi-static condition test,
where the active oil film force is approached in a range of 4 V,
from �1 V to �3 V, using the linear coefficient �. Considering
that the maximum rotor displacement is 85 
m �bearing gap�, a
proportional gain of 4.7�104 V/m can be estimated. Implement-
ing this gain in the control system, one obtains the results pre-
sented in Figs. 9 and 10.

A comparison between the experimental system receptance
�FRFs� in the active and passive cases at the angular velocities of
900 rpm �15 Hz� and 1800 rpm �30 Hz� is presented in Figs. 9 and
10. The use of active lubrication with proportional control results
in an amplitude reduction of nearly 20% of the resonance peak
when the system operates at 900 rpm �15 Hz�. Likewise, an am-

plitude reduction of nearly 30% can be detected at the angular
velocity of 1800 rpm �30 Hz�. These resonance peaks are related
to the first rigid mode shape of the rotor-bearing system. As one
can see, it is possible to change the characteristics of the rotating
system during operation by adopting the active lubrication with a
very simple proportional controller. Further attenuation of vibra-
tion levels can be achieved by implementing more sophisticated
controllers.

Again, the predominate spikes in the FRFs �Figs. 9 and 10� are
caused by rotor unbalance and misalignment, leading the FRFs to
present harmonic components of the rotating frequency �1�	,
2�	, etc.�.

4.3 Active Case: Comparison Between Model Approaches.
In this section, the results obtained based on the two different
modeling approaches �Sections 3.1 and 3.2� are compared to the
experimental results and discussed. In the mathematical model
with linearized active forces �first model approach, Eq. �3��, the
active forces represented by fA can be expressed as a linear func-
tion of the input electrical signal of the servo valve, as follows:

fA��•u (6)

The coefficient � is easily obtained from Fig. 8 which is, in the
present case, approximately 10 N/V. By adopting the expression
�6�, and a proportional control law of the form

u��GP•yH (7)

with GP�4.7�104 V/m, the experimental receptance curves
�FRFs� are achieved and presented in Figs. 11 and 12 �dash-point
lines�. Such results �dash-point lines� are obtained adopting Eq.
�3� with oil film coefficients illustrated in Fig. 5.

In Figs. 11 and 12 the mathematical model with linearized ac-
tive forces �first approach� does not properly represent the dy-
namic behavior of the system with active lubrication. The ampli-
tude of the resonance peak predicted by this approach �dash-point
lines� is 40% higher than the peak amplitude obtained experimen-

Fig. 7 Frequency response functions of the rotor-bearing sys-
tem in the Passive case for �Ä1800 rpm „30 Hz…, horizontal
direction

Fig. 8 Active oil film force as a function of the input signal in
the servo valve „y direction… in a quasi-static condition test
when the rotor operates at the angular velocity of 1200 rpm „20
Hz…

Fig. 9 Experimental FRFs of the rotor-bearing system in the
passive and active cases for �Ä900 rpm „15 Hz…, horizontal
direction

Fig. 10 Experimental FRFs of the rotor-bearing system in the
passive and active cases for �Ä1800 rpm „30 Hz…, horizontal
direction
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tally �continuous lines�. Considering that the oil film coefficients
of the conventional lubrication are well tuned �left side of Eq.
�3��, the cause of such discrepancies must be due to the coefficient
�. The coefficient presented in Fig. 8 was obtained by applying a
low-frequency input signal into the servo valves, in a quasi-static
condition �1 Hz�. Hereby, the dynamics of the servo valve and oil
supply system were not encountered. The servo valves work at
higher frequencies during operation, hence, based on the obtained
results, the coefficient � is probably not constant but frequency
dependent ��������. The coefficient � obtained from Fig. 8 does
not properly represent the dynamics of the hydraulic forces when
the vibration frequencies are higher, leading to inaccurate results
of the receptance curves.

By adopting the model with equivalent dynamic coefficients of
the active lubrication �second approach�, one obtains better results
concerning the prediction of resonance peak amplitudes �Figs. 11
and 12—dashed lines�, with good agreement between theory and
experiment. Such an approach takes into account both lubrication
mechanisms �conventional and active� simultaneously in order to
estimate the global equivalent dynamic coefficients of the oil film.
As a result, the stiffness K̄(So,� ,GP) and damping D̄(So,� ,GP)
coefficients of the actively lubricated bearing are frequency de-
pendent and strongly influenced by the parameters of the servo
valves, their dynamics, and the gains of the control loop �16,17�.
Consequently, such an approach leads to more accurate results, as
shown in Figs. 11 and 12. The behavior of such coefficients and
their dependency on excitation frequency and proportional control
gain are illustrated in Figs. 13 and 14.

By setting the control gain GP to zero and varying the values of
the static injection pressure in all pads until 0.8 M Pa the bearing
stiffness coefficients are sensitively modified, whereas damping
coefficients remain almost constant. It can be seen by comparing
the coefficients in Figs. 13 and 14, when GP�0, to the coeffi-
cients presented in Fig. 5. By adopting static pressures of 0.8
M Pa in all pads and varying the proportional control gains GP
only in the horizontal direction, a modification of the stiffness and
damping coefficients is achieved as illustrated in Figs. 13�a� and

13�c� and 14�a� and 14�c�. The behavior of the horizontal and
vertical oil film coefficients as a function of the proportional gain
and excitation frequency very different since only in the horizon-
tal direction are such coefficients altered by the controlled oil
injection. In the horizontal direction Y the dynamic coefficients of
the active lubricated bearing have three different regions, as it is
illustrated in Figs. 13�a� and 13�c� and 14�a� and 14�c�. For a
given excitation frequency and varying the control gain, one can
easily detect three such different regions: in region �II�, the coef-

Fig. 11 Comparison between theoretical and experimental
FRFs of the rotor-bearing system in the active case for �Ä900
rpm „15 Hz…, horizontal direction

Fig. 12 Comparison between theoretical and experimental
FRFs of the rotor-bearing system in the active case for �Ä1800
rpm „30 Hz…, horizontal direction

Fig. 13 Oil film coefficients K̄yy , K̄zz , D̄yy , D̄zz of the TPJB
under active lubrication condition as a function of the excita-
tion frequency �, proportional gain GP , and Sommerfeld num-
ber So corresponding to the angular velocity of �Ä900 rpm „15
Hz…
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ficient K̄yy varies linearly as function of the control gains. When
the control voltage reaches its limit, the coefficients stop varying
and remain constant in the so far achieved values, thus forming
regions �I� and �III�. The damping coefficient D̄yy behaves simi-
larly, presenting also three clear regions. In the vertical direction Z
stiffness K̄zz as well as damping D̄zz are not affected by the con-
trol gain GP , as it can be seen in Figs. 13�b� and 13�d� and 14�b�

and 14�d�. In this case, the control gain GP is set to null in the
vertical direction. The cross-coupling coefficients (K̄yz , K̄zy , D̄yz

and D̄zy) are not presented because they are negligible compared
to the main coefficients, as in the conventional lubrication. The
bearing coefficients adopted in case of active lubrication are high-
lighted in Figs. 13 and 14. Such global oil film coefficients take
into account all the parameters of the hydraulic system, the exci-
tation frequency and the control gains.

The use of coefficient � �first model approach� is a practical
tool for designing the controller of the active lubrication because
it avoids the modeling of the hydraulic system dynamics �servo
valves and flow in the pipelines and orifices�. However, some
experimental effort is necessary to properly evaluate the depen-
dency of coefficient ���� on the excitation frequency �. On the
other hand, the global oil film coefficients of active lubrication
�second model approach� do not require experimental evaluation
of force signals of the active system. But, this approach requires a
good evaluation of the parameters of the hydraulic system.

5 Conclusion and Future Aspects
A rotor/tilting-pad bearing system with active lubrication is pre-

sented, modeled, and a frequency response analysis is carried out,
numerically as well as experimentally, for two rotor angular ve-
locities �900 and 1800 rpm�. Experimental results in frequency
domain show the feasibility of reducing up to 30% of the ampli-
tude resonance peaks of the system, by adopting active lubrication
with a very simple proportional controller. The controlled reso-
nance peaks are associated to the first rigid mode shape of the
rotating system. A further attenuation of vibration levels can be
achieved by implementing more advanced controllers. Focusing
on industrial applications of the active lubrication, one can con-
clude that it may be feasible to adapt rotating machines to differ-
ent demanding situations by reducing the resonance peaks, attenu-
ating the vibration amplitude levels and avoiding unpredictable
stops or shutdowns. Of course, such a conclusion is based on the
experimental results obtained with help of a test rig, operating
at low rotor angular velocities. Therefore, the influence of the
active lubrication at higher rotor angular velocities shall also be
investigated.

Good agreement between experimental and numerical results is
achieved in the passive case �conventional hydrodynamic lubrica-
tion�. It was shown that the estimation of oil film coefficients is
appropriate and the coefficients themselves are well tuned. In the
active case �active lubrication�, the first model approach, based on
the linearized active forces and the linear coefficient �, presented
resonance peaks with amplitudes 40% higher than those obtained
experimentally. Although such an approach is very practical and
extremely easy to be implemented, the value of coefficient � was
poorly estimated by the quasi-static test at constant angular veloc-
ity. The parameter � probably is frequency dependent. As a result,
the adopted value of � in the simulations led to inaccurate results.
The conventional and active lubrication forces may be accurately
decoupled using the coefficient �, only if such a coefficient also
becomes dependent on the frequency and on the Sommerfeld
number, i.e., ����So,��. It means that � shall be estimated by a
series of tests in the operational frequency range, not only by a
quasi-static test at low frequency. Such a claim shall be further
investigated in the near future.

The second mathematical approach, based on the global equiva-
lent dynamic coefficients of the oil film and obtained from the
modified Reynolds equation for the active lubrication, leads to
good agreement with the experimental results. Such an approach
takes into account both lubrication mechanisms �i.e., conventional
and active�, the dynamics of the hydraulic system, and the control
gains. For this reason, this approach leads to a more accurate
mathematical model. The global dynamic coefficients, obtained
from the modified Reynolds equation for the active lubrication,
represent in an accurate way the rotor-bearing dynamics under
active lubrication.

Fig. 14 Oil film coefficients K̄yy , K̄zz , D̄yy , D̄zz of the TPJB
under active lubrication condition as a function of the excita-
tion frequency �, proportional gain GP and Sommerfeld num-
ber So corresponding to the angular velocity of �Ä1800 rpm
„30 Hz…
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Nomenclature

A � active lubrication
Dii � oil film damping coefficient

D � damping matrix
E � excitation point
fi � force vector acting on point i (i�H ,E ,O)

Fi j � force acting on point i, direction j
FRF � frequency response function

G � gyroscopic matrix
GP � proportional gain

H � active bearing point
Ixx

R � rotor polar moment of inertia related to point R
Iyy

R , Izz
R � rotor lateral moment of inertia related to point R

Kii � oil film stiffness coefficient
K � stiffness matrix
M � inertia matrix
O � rotor center of gravity point
ri j � distance between points i and j
R � ball bearing point
x � displacement vector

yi , zi � displacements of point i in the inertial reference
frame

X, Y, Z � inertial reference frame
X1 , Y 1 , Z1 � auxiliary reference frame B1
X2 , Y 2 , Z2 � auxiliary reference frame B2

� � angular displacement around Y 1
� � angular displacement around Z
� � coefficient of linearization of active force
�̇ � rotor angular velocity
	 � operational rotating frequency
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Recent Developments in
Turbomachinery Modeling for
Improved Balancing and Vibration
Response Analysis
Present day turbogenerator installations are statically indeterminate rotor-bearing-
foundation systems utilizing nonlinear hydrodynamic bearings. For optimal balancing
and diagnostic purposes it is important to be able to correctly predict the system vibration
behavior over the operating speed range. Essential aspects of this involve identifying the
unbalance state, identifying appropriate dynamic foundation parameters, and identifying
the system configuration state (relative location of the support bearings). This paper
shows that, provided the system response is periodic at some speeds over the operating
range and appropriate rotor and bearing housing motion measurements are made, it is
possible, in principle, to satisfactorily achieve the above identifications without relying on
the Reynolds equation for evaluating bearing forces. Preliminary results indicate that the
identifications achieved promise to be superior to identification approaches that use the
Reynolds equation. �DOI: 10.1115/1.1850942�

Introduction
Turbogenerators used for power generation consist of several

rotor stages that are rigidly coupled together to form a single rotor
supported on many hydrodynamic bearings, resulting in a stati-
cally indeterminate rotor-bearing-foundation system �RBFS�. For
safe and efficient operation, vibration levels must be kept to a
minimum. Even if perfectly balanced at time of installation, bal-
ance condition deteriorates with service, and to keep vibration at
acceptable levels, it is occasionally necessary to balance the unit
in the field �i.e., identify and then modify its unbalance state�. At
present, such balancing often requires many costly runups and/or
rundowns �1� and satisfactory vibration attenuation sometimes ne-
cessitates changing the relative transverse alignment of the bear-
ing housings �the so-called configuration state of the system�. It is
important to minimize the number of these expensive runups
and/or rundowns, and this can be achieved if one can predict
sufficiently accurately the vibration response of the RBFS when it
is subjected to some known unbalance excitation; for this, one
requires a sufficiently accurate model of the system �2,3�.

Modeling of the system necessitates an appropriate representa-
tion of the rotor, bearings, and bearing supports �i.e., the founda-
tion�. It is generally accepted that the rotor can be modeled to the
desired degree of accuracy. On the other hand, the hydrodynamic
bearings create major modeling problems, since their stiffness and
damping properties are reaction-load dependent. For statically in-
determinate systems, these loads depend �among other param-
eters� on the configuration state of the system �4,5�. Hence, it is
essential to know this configuration state to be able to predict
system stability and unbalance response. The problem occurs be-
cause the actual configuration state during operation is often dif-
ferent from that at the time of installation due to foundation settle-
ment and thermal effects; its determination �i.e., identification� is
still a major challenge �6,7�. Also, one needs to be able to ad-
equately model �i.e., identify� the foundation. Again, this is a ma-
jor task owing to the difficulty in properly representing the many
joints and ground effects �8�. For this reason, one seeks an equiva-

lent foundation that accurately reflects the vibration response of
the system over the operating speed range �i.e., one seeks to iden-
tify appropriate equivalent foundation parameters�. This challenge
has involved extensive research investigations over the years
�9–12�.

Numerical experiments have shown that, in theory, identifica-
tion of the unbalance state, the configuration state, and the foun-
dation is feasible, provided one can rely on the Reynolds equation
for hydrodynamic lubrication to evaluate bearing forces, using, as
input, measurable journal and bearing housing motions �3,7,13�.
In practice, however, one has incomplete knowledge of the actual
bearing clearances and lubricant viscosities due to thermal effects
and poor knowledge of the actual extent of the full fluid film due
to air entrainment and cavitation. Indeed, laboratory experiments
indicate that reliance on the Reynolds equation may result in poor
identification of foundation parameters �14� and poor prediction of
system stability �15�. Hence, alternative techniques are sought that
avoid such reliance altogether. This paper evaluates such alterna-
tive identification techniques.

General Theory
The basic theory �which has been developed in varying nota-

tions and with varying degrees of generality for foundation, un-
balance state, and configuration state identifications using the
Reynolds equation �3,7,13� and for the alternative foundation and
unbalance state identification approaches �12,16�� is summarized
here in a unified format to complement the development of an
alternative approach for configuration state identification. Such a
summary will also serve to highlight differences between the al-
ternative identification approaches and those using the Reynolds
equation.

Equations of Motion of Rotor
A schematic of a general RBFS is shown in Fig. 1. It is as-

sumed that one has an adequate model of the rotor, which is
axially symmetric and can be adequately represented by system
matrices. The rotor is connected to the foundation via bearings,
which may be any type and combination of hydrodynamic and
rolling element bearings. If the former, then the bearing reaction
forces �which equal the transmitted forces to the foundation� are
nonlinear functions of the rotor motion. The equations of motion
of the rotor at some constant speed � are �12�

Contributed by the International Gas Turbine Institute �IGTI� of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERS for publication in the ASME JOURNAL OF
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13–17, 2004, Paper No. 2004-GT-54305. Manuscript received by IGTI, October 1,
2003; final revision, March 1, 2004. IGTI Review Chair: A. J. Strazisar.
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MrẌr�CrẊr�KrXr�Fb�Fe�Fu (1)

or

Mr� Ẍr
f

Ẍr
c� �Cr� Ẋr

f

Ẋr
c� �Kr� Xr

f

Xr
c� � � 0

Fb
c � �� Fe

f

Fe
c� �� Fu

f

Fu
c � (2)

The unknown bearing forces Fb are generally motion dependent,
and the other external forces Fe �e.g., gravity forces� are assumed
known. The unknown unbalance forces Fu are synchronous and
may exist at any of the rotor degrees of freedom �DOFs�. On the
other hand, the q DOFs at which rotor responses can be measured,
the so-called connection DOFs, are normally quite limited. Usu-
ally they are restricted to the DOFs at the bearings, though, in
general, they may also include DOFs elsewhere along the rotor.
Because the bearing reaction forces are usually nonlinear func-
tions of rotor motion, the equations of motion are usually nonlin-
ear. Restricting analysis to those speeds � at which the system
response is periodic with fundamental frequency �, the steady-
state solution may be expressed as

Xr��
k�0

n

xrke jk�t (3)

On substitution into Eq. �2�, one obtains (n�1) sets of simulta-
neous equations of the form

Hrk� xrk
f

xrk
c � � � 0

fbk
c � �� fek

f

fek
c � �� fuk

f

fuk
c � k�0,1¯n (4)

where

Hrk��k2�2Mr� jk�Cr�Kr (5)

fek�� Fe k�0

0 otherwise
(6)

and

fuk�� fu k��/��s

0 otherwise
(7)

Equations of Motion of Foundation
It is assumed that the foundation, as the rotor, can also be ad-

equately represented by system matrices with equations of motion
given by

MpẌp�CpẊp�KpXp�Fp (8)

or

Mp� Ẍp
f

Ẍp
c � �Cp� Ẋp

f

Ẋp
c � �Kp� Xp

f

Xp
c � � � 0

Fp
c � (9)

Again, the connection DOFs refer to those DOFs where measure-
ments are taken. They may be different than q in number, but are

assumed to include at least all DOFs that reflect the bearing trans-
mitted forces. The force vector Fp comprises the reaction forces
exerted on the foundation at these measured DOFs. For periodic
motions,

Xp��
k�0

n

xpke jk�t (10)

and on substituting into Eq. �9� one obtains (n�1) sets of simul-
taneous equations of the form

Hpk� xpk
f

xpk
c � � � 0

fpk
c � k�0,1¯n (11)

where

Hpk��k2�2Mp� jk�Cp�Kp (12)

If rotor measurements and foundation measurements are re-
stricted to measurements at the bearings, then one can ensure that

fpk
c ��fbk

c (13)

This will be assumed here for simplicity of further exposition.
The applicability of the above equations to the identification of

the foundation, the unbalance state and the configuration state is
discussed in turn. Note that both the unbalance state identification
and the configuration state identification assume that the founda-
tion is known, whereas foundation identification does not require
a knowledge of the unbalance state nor of the configuration state.

Foundation Identification: Theory
For foundation identification, one seeks the elements of the

matrices Mp , Cp and Kp . Considering synchronous motions,
where k�s��/� , Eq. �4� becomes

Hrs� xrs
f

xrs
c � ��A B

D E� � xrs
f

xrs
c � � � 0

fbs
c � �� fu

f

fu
c � (14)

and on eliminating the nonconnection rotor displacements

fbs
c ��E�DA�1B�xrs

c �DA�1fu
f �fu

c . (15)

Similarly, for the foundation, Eq. �11� becomes

Hps� xps
f

xps
c � �� I J

L N� � xps
f

xps
c � � � 0

fps
c � (16)

and on eliminating the nonconnection pedestal displacements

fps
c ��fbs

c ��N�LI�1J�xps
c (17)

Equation �17� is true for a general foundation. Such general
foundation identification is outside the scope of this paper, which
is restricted to simple foundations consisting of pedestal supports
to ground at each bearing, with each pedestal represented by a
single mass with a single DOF in each lateral direction. Hence, all
foundation DOFs become connection DOFs, L and J are null
matrices, and Eq. �17� simplifies to

fps
c ��fbs

c �Nxps
c (18)

Foundation identification can then be achieved by relating, at
some rotor speed �, the pedestal response components xps

c �mea-
sured� to the transmitted force components fps

c or fbs
c , which, as

shown by Eq. �15�, are functions of the elements of the rotor
dynamic stiffness Hrs �assumed known�, the unbalance force com-
ponents fu �generally not known�, and the absolute rotor response
components at the bearing supports xrs

c �measured�. The problem
of unknown fu can be overcome by adding a known unbalance
distribution and repeating the response measurements at the same
speed. Assuming that steady-state conditions are again reached, all
the above equations apply, but the responses will be different, as
will Fb and Fu . On subtracting the corresponding equation sets

Fig. 1 Schematic of a general RBFS
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for the synchronous motion solutions for the rotor and foundation
for the respective unbalance distributions, one obtains

Hrs� �xrs
f

�xrs
c � ��A B

D E� � �xrs
f

�xrs
c � � � 0

�fbs
c � �� �fu

f

�fu
c � (19)

or

�fbs
c ��E�DA�1B��1�xrs

c �DA�1�fu
f ��fu

c (20)

and

Hps� �xps
f

�xps
c � �� I J

L N� � �xps
f

�xps
c � � � 0

�fps
c � (21)

or

��fbs
c �N�xps

c (22)

where �fu is the vector of the unbalance force components corre-
sponding to the added known unbalance distribution, �xrs

c is the
vector change in the synchronous rotor displacements at the con-
nection coordinates upon addition of the known unbalance, etc.

The only constraint applicable to this approach is that the re-
sponse subtractions be at the same speeds. Furthermore, because
Eq. �20� uses the response differences to calculate the forces, er-
rors in response measurements due to existing mechanical runout
on the measuring surface are eliminated automatically. Should the
number of equations available to solve for the unknown param-
eters in Mp , Cp , and Kp be insufficient, one needs to repeat the
process at some other speed�s� until the number of equations ex-
ceeds the number of unknowns. Least-squares regression analysis
can then be used to find the optimal foundation parameters �17�.

In the foundation identification approach using the Reynolds
equation, one can evaluate �in theory� the transmitted bearing
forces fbs

c from measurements of the rotor motion relative to the
pedestal �13�. Hence, Eq. �17� or �18� can be used immediately to
identify the foundation parameters �i.e., one does not need to as-
sume a knowledge of the rotor dynamic stiffness nor does one
need to know the unbalance state, thereby avoiding the need for a
second set of measurements�.

Unbalance State Identification: Theory
For unbalance state identification it is assumed that the founda-

tion model is known �i.e., that the foundation system matrices
Mp , Cp , and Kp are available�. Again, we are interested in the
rotor and foundation equation sets corresponding to synchronous
motion �i.e., when k��/��s). The operative equation is Eq.
�15� with the transmitted bearing forces fbs

c obtained from Eq.
�17�, in general, using the known �measured� values xps

c . Since
the xrs

c are also known �measured� and the rotor dynamic stiffness
Hrs is assumed known, the only unknowns in Eq. �15� are the
unbalance force components fu . Thus, Eq. �15� represents a set of
2q linear simultaneous equations �since each rotor response mea-
surement involves magnitude and phase� at the balance speed � in
the unknown unbalance force components fu , with each unbal-
ance force component contributing two unknowns, viz. its magni-
tude and direction. If the number of equations is less than the
number of unknowns, then the above measurements need to be
repeated at other selected balance speeds until the number of
equations exceeds the unchanged number of unknowns. Least-
squares regression can then be used to identify the unknown un-
balances. Note that the transmitted bearing forces fbs

c are obtained
solely from rotor and pedestal motion measurements.

In the unbalance identification approach using the Reynolds
equation, the operative equation is also Eq. �15�, except now the
bearing transmitted forces can �in theory� be evaluated from mea-
surements of the rotor motion relative to the pedestal �3�. In such
a case, one does not need to measure pedestal motions nor does
one need a foundation model.

Configuration State Identification: Theory
Whereas neither the foundation nor the unbalance state identi-

fication approaches necessitated a knowledge of the configuration
state, its knowledge is essential for determining the mean bearing
reaction forces and, hence, for predicting the vibration response of
the RBFS. Again, it is assumed that the foundation system matri-
ces Mp , Cp , and Kp are known. There is, however, no need to
know the unbalance distribution.

Here, we are interested in the equation sets for the rotor and
foundation when k�0. Equation �4� then simplifies to

Kr� xro
f

xro
c � �� T U

V W� � xro
f

xro
c � � � 0

fbo
c � �� fe

f

fe
c� (23)

and on eliminating the nonconnection rotor displacements

�W�VT�1U�xro
c �Kr

cxro
c �fbo

c �fe
c�VT�1fe

f (24)

Similarly, Eq. �11� simplifies to

KP� xpo
f

xpo
c � �� P Q

R S � � xpo
f

xpo
c � � � 0

fpo
c � (25)

and on eliminating the nonconnection pedestal displacements

�S�RP�1Q�xpo
c �Kp

c xpo
c �Kp

c b�fpo
c (26)

Also in conformity with Eq. �13�

fpo
c ��fbo

c (27)

The configuration state identification problem is illustrated for a
four-bearing system in Fig. 2 where the elements of xro corre-
sponding to the lateral displacements of the deformed rotor cen-
terline ri can be measured with respect to any arbitrary fixed
datum line, here selected to be the line through the centers of the
first and last unloaded bearing housings. The locations of the cen-
ters of the other unloaded bearing housings relative to this datum
line define the configuration state of the system (c2 and c3 in Fig.
2�. If the mean eccentricities ei of the rotor journals define the
locations of the centers of the bearing housings relative to the
deformed rotor centreline and the mean displacements bi define
the displacements of the centers of the bearing housings from their
original unloaded positions, then one can see from Fig. 2 that at
the bearing stations,

ri�ci�bi�ei i�1,2,3,4 (28)

Hence, if we restrict the connection DOFs to the two lateral
directions at each bearing, then Eq. �24� involves eight simulta-
neous equations in the eight unknown bearing force components
in fbo and the four unknown configuration components in c2 and
c3 �since the ei are measured and the bi can be expressed in terms
of the fbo by virtue of Eqs. �26� and �27��. Thus, one has an excess
of unknowns. Taking measurements at another speed would yield
eight additional equations, but there would also result eight addi-
tional unknown values of fbo . This problem may be resolved by
evaluating some of the unknown fbo via the Reynolds equation,
and this is the approach adopted for configuration state identifica-
tion when using the Reynolds equation. However, since reliance
on the Reynolds equation is to be avoided, additional measure-
ments are in order. The current identification approach assumes
that one can measure with sufficient accuracy the slopes of the
deformed rotor centreline in both the XY and XZ planes at any
two of the bearings. Hence, if the connection DOFs in Eq. �23� are
increased to 12 by including the above-mentioned slopes as mea-
surements �the corresponding transmitted moments will be zero�
one has the requisite number of equations. Extension of the con-
cept to more than four bearings is straightforward. Note that this
need to also measure slopes is potentially a significant shortcom-
ing of this alternative identification technique, as the instrumenta-
tion needed to achieve this �e.g., displacement transducers on both
sides of the bearings� may not normally be present in existing
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turbomachinery. Also, to achieve desired accuracy, datum mea-
surements may need to be made at the time of rotor
installation �18�.

Results and Discussion
Numerical experiments were carried out to illustrate the appli-

cability of these alternative identification techniques. The experi-
ments involved selecting fictitious RBFSs that exhibited the sa-
lient problematic features likely to be encountered in practical
systems. Short circular bore hydrodynamic journal bearings were
used to provide the typical type of nonlinearity common to hydro-
dynamic bearings. The system response was generated numeri-
cally, using harmonic balance software �19�. These responses then
served as the ‘‘measurements’’ from which the respective param-
eters were identified. Such experiments served first to prove in
principle the applicability of the proposed identification tech-
niques; in such cases, the measurements retained many more sig-
nificant digits than one could hope to achieve in actual measure-
ments. Then, by truncating the measurements to one, two, or three
significant digits, one could assess the sensitivity of the identifi-
cation techniques to truncation errors inherent in actual
measurements.

Foundation Identification: Results
Figure 3 is a schematic of a fictitious RBFS used for numerical

foundation identification experiments. Required is the solution for
N using Eq. �22�. For the pedestal model used �i.e., 1 DOF in each
lateral direction�, all the mass, damping, and stiffness matrices are
diagonal so that the pedestals are decoupled from each other and
decoupled in the two lateral directions. Thus, one has for each
lateral direction

�� f bs
c ����2M p� j�Cp�Kp��xp

c (29)

Since the �xps
c and � f bs

c involve both magnitude and phase,
Eq. �29� embodies two simultaneous equations for the three un-
knowns Kp , Cp , and M p . Hence, the minimum number of
speeds at which measurements are required is two. Response data
were generated at speeds of ��100, 200, 300, 400, and 500 rad/s,
and the pedestal parameters Kpy , Kpz , Cpy , Cpz , M py , and M pz
were identified by least-squares regression analysis using both
seven- and two-digit measurement accuracy. The identification re-
sults are summarized in Table 1. The perfect identification
achieved with seven-digit measurement accuracy proves that the
approach is sound in principle. It can be seen that even with
two-digit measurement accuracy, excellent accuracy in identified

Fig. 2 Location of the bearing centers with respect to the deformed rotor
centreline

Fig. 3 Schematic of RBFS used for numerical experiments on foundation identification
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results is still maintained. Numerical experiments gave similarly
good identification results when the Reynolds equation was used
to calculate the bearing forces �13�. However, the superior results
obtainable with the current approach are clearly demonstrated in
Table 2, which summarizes the results obtained using both the
current approach and that using the Reynolds equation when iden-
tifying the pedestal of the flexibly supported bearing in a simple
three-disk experimental rotor rig. Full details are given in Refs.
�12� and �14�.

Unbalance State Identification: Results
Figure 4 is a schematic of the fictitious RBFS used for numeri-

cal unbalance state identification experiments. Required is the de-
termination of the unbalance mass moments at the three disks.
Measurements here are assumed to be restricted to the bearing
locations and the corresponding pedestal support locations �i.e.,
q�4), so that Eq. �15� yields eight equations per balance speed.
Normally, each unknown unbalance results in two unknowns.
However, unbalance force input to the in-house harmonic balance
software, used to generate the system responses, is achieved as a

special case of simultaneous sinusoidal excitation to the two trans-
verse DOFs at a particular unbalance location, with unbalance
excitation being achieved by inputting excitations of the same
amplitude, but 90 deg out of phase. Since the program still regards
the excitations as totally unrelated, they are treated and identified
independently, so that at each unbalance location there are four
unknowns to be identified, giving a total of 12 unknowns. Hence,
data from at least two balance speeds are required. Actually, bal-
ance speeds of 4500, 6500, and 8500 rpm were used in conjunc-
tion with least-squares regression to determine the unbalance.
With nine-digit measurement accuracy, the identified unbalance
excitations agreed to within 0.1 g mm in amplitude and to within
0.1 deg in direction for both the current identification approach
and the identification approach using the Reynolds equation. Both
identification approaches are clearly correct in principle. Table 3
lists the unbalance identification results with two-digit measure-
ment accuracy. The slightly poorer identification results when us-
ing the Reynolds equation are probably due to the increased data
processing requirements. Full details are given in Ref. �16�.

No laboratory experiments have yet been carried out to com-
pare this current unbalance identification approach to that which
uses the Reynolds equation. However, it is expected that, provided
the foundation motions are large enough to provide noise-free
signals to two-digit accuracy, superior unbalance identification
will result with the current approach.

Configuration State Identification: Results
Figure 5 is a schematic of the fictitious RBFS used for numeri-

cal configuration state identification experiments. It corresponds
to the BA combination analyzed in Ref. �4�, except the bearings
here are flexibly supported. Table 4 summarizes the relevant sys-
tem dimension and properties used as input data for generating the

Fig. 4 Schematic of RBFS used for numerical experiments on unbalance state identifica-
tion „disk masses from left to right are 20, 40, and 30 kg, respectively…

Table 1 Numerically identified pedestal parameters using cur-
rent approach „L: left bearing; R: right bearing…

Kpy Kpz Cpy Cpz M py M pz

�MN/m� �Ns/m� �kg�

�L� 4.0000 4.0000 0.0 0.0 20.000 20.000
Actual

�R� 1.0000 1.0000 0.0 0.0 10.000 10.000
�L� 3.9985 3.9985 0.8 0.8 19.992 19.992

7 digits
�R� 0.9994 0.9994 0.9 0.9 9.994 9.994
�L� 3.9910 3.9944 29.1 �0.6 19.945 19.948

2 digits
�R� 0.9921 0.9949 �7.4 �4.1 9.906 9.962

Table 2 Experimentally identified pedestal parameters

Kpy Kpz Cpy Cpz M py M pz �y �z

�MN/m� �Ns/m� �kg� �Hz�

Actual 0.2830 0.2714 ¯ ¯ 3.047 3.047 48.5 47.5
Current 0.2692 0.2748 225 80 2.810 3.053 49.3 47.8
Reynolds 0.1594 0.3735 �130 �129 1.561 4.651 50.9 45.1

Table 3 Numerically identified unbalance state with two-digit
measurement accuracy

DOF

Actual Current Reynolds

u �g mm� 	 deg u �g mm� 	 deg u �g mm� 	 deg

5 200.0 180.0 199.2 180.0 196.7 178.7
6 199.7 179.1 205.5 178.2
9 400.0 90.0 400.2 90.1 404.6 90.6

10 403.8 90.0 394.2 88.8
13 316.2 18.4 315.7 18.3 318.5 17.7
14 315.3 18.0 309.4 19.5
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measurements. Response data were generated at 80 and 200 rad/s
for both balanced and unbalanced rotors. With seven-digit mea-
surement accuracy, the identified parameters agreed with the ac-
tual configuration state to within 0.03 
m for both the current
approach and that using the Reynolds equation, proving that both
identification techniques were sound in principle.

Table 5 lists the identifications obtained with the current ap-

proach using three- and one-digit measurement accuracy. Table 6
lists the identifications obtained with the Reynolds equation using
three-digit measurement accuracy, as well as no measurement in-
accuracy but a 1% error in estimating the running bearing clear-
ance �7�. The three-digit measurement accuracy results indicate
superior identification with the current technique over that ob-
tained using the Reynolds equation. It is, however, uncertain
whether slopes can be measured in practice to such accuracy, so
one-digit measurement accuracy results are also obtained for the
current technique. While there results a significant decrease in
identification accuracy, the identification is still superior to that
obtained using the Reynolds equation when there is no measure-
ment error but a 1% error in estimating the running bearing clear-
ance �7�. The current approach is likely to give superior identifi-
cation to that using the Reynolds equation, and provided errors in
measuring the slope can be kept sufficiently low, the current ap-
proach promises to provide believable configuration state identi-
fication in practice.

Figure 6 is a three-dimensional view of a four-bearing test rig
designed to run up to 3000 rpm. Load cells are attached to the
flexible bearing supports to enable the transmitted forces to be
measured. Changes in the configuration state can be introduced at
the two inboard bearings. The bearing shells of the four circum-
ferentially grooved journal bearings are free to pivot in the bear-
ing housing, minimizing angular misalignment effects, and the
flexible bearing supports are fixed to a rigid concrete block that is
isolated from floor vibrations by air springs. Full details of this rig
are given in Ref. �20�. Preliminary results indicate that errors in
configuration state identification using the current approach are of
the order of 20 
m, whereas those obtained using the Reynolds

Fig. 5 Schematic of RBFS used for numerical experiments on configuration
state identification

Table 4 Input data for numerical experiments on configuration
state identification

ROTOR
Segment Diameter �m� Length �m�

1, 4 0.02 0.05
2, 3 0.02 0.3
5, 8 0.015 0.05
6, 7 0.015 0.3
Density: 7850 kg/m3

Young’s Modulus: 200 GPa
Unbalance: 0.000 kg m or 0.001 kg m at node 7
BEARING
Diameter: 0.036 m
Length: 0.018 m
Radial Clearance: 90�10�6 m
Mean Viscosity: 0.014 Pa•s
PEDESTAL
M y , M z : 100 kg
Cy , Cz : 105 Ns/m
Ky , Kz : 107 N/m
CONFIGURATION STATE „cy,cz…

Bearing Station 1: �0,0�
Bearing Station 2: ��0.65,�1451.34� 
m
Bearing Station 3: ��90.65,�1601.27� 
m
Bearing Station 4: �0,0�

Table 5 Numerically identified configuration state obtained by current approach †„a… three-
digit measurement accuracy, „b… one-digit measurement accuracy;* balanced,¿unbalanced‡

Speed �rad/s�

cy2 �
m� cy3 �
m� cz2 �
m� cz3 �
m�

�a� �b� �a� �b� �a� �b� �a� �b�

80* 0.72 �5.26 �90.41 �92.10 �1451.92 �1382.79 �1601.73 �1584.40
200* 0.42 �9.26 �90.70 �92.10 �1452.21 �1372.79 �1601.94 �1584.40
80� 0.53 �5.26 �90.71 �92.10 �1452.08 �1382.79 �1601.87 �1584.40

200� 0.54 �6.26 �90.53 �92.10 �1452.62 �1382.79 �1602.77 �1584.40

Table 6 Numerically identified configuration state using Reynolds equation „„a… three-digit
measurement accuracy, „b… 1% error in running clearance; seven-digit measurement accuracy;
*balanced,¿unbalanced…

Speed �rad/s�

cy2 �
m� cy3 �
m� cz2 �
m� cz3 �
m�

�a� �b� �a� �b� �a� �b� �a� �b�

80* �5.18 �89.68 �85.65 �7.18 �1457.51 �1868.61 �1608.00 �2052.40
200* �6.04 �70.07 �97.96 �14.21 �1445.81 �1745.74 �1595.35 �1919.63
80� �1.77 �92.89 �89.44 �10.66 �1453.22 �1873.80 �1603.32 �2058.02

200� �2.11 �79.24 �89.08 �4.14 �1451.83 �1773.54 �1601.81 �1949.36
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equation appear to be significantly higher. Since the radial clear-
ances of the test rig bearings are approximately 100 
m, these
results suggest that the current method for configuration state
identification is practically feasible and useful though further in-
vestigation is needed to establish the viability of measuring the
slope sufficiently accurately. Full details of these tests and of the
associated data processing are given in Ref. �18�.

Conclusions
Provided the unbalance response of an RBFS is periodic at

some speeds and one has a good model of the rotor, it is possible,
in theory, to identify the foundation and then the unbalance state
and/or the configuration state, provided appropriate journal eccen-
tricities and bearing housing motions are measured over a period
at a sufficient number of speeds. Such identification is possible
even if the bearing reaction forces are nonlinear functions of the
relative motion between the rotor journals and the corresponding
bearing housings.

Such identification can use the Reynolds equation to evaluate
the bearing reaction forces. Alternatively, reliance on the Rey-
nolds equation can be avoided by the current approaches by add-
ing a known unbalance and repeating measurements at the same
speed in the case of foundation identification, utilizing bearing
housing motion measurements in the case of unbalance state iden-
tification, and utilizing rotor slope measurements in the case of
configuration state identification.

Numerical experiments indicate that satisfactory identification
of foundation parameters, unbalance state, and configuration state
is possible with measurement accuracies attainable in the labora-
tory, regardless of whether one uses the Reynolds equation or not,
though configuration state identification using the Reynolds equa-
tion deteriorates significantly if there is error in the assumed run-
ning clearance.

Preliminary laboratory experiments indicate that satisfactory
foundation and configuration state identification results can be ob-
tained by the current approaches and that these results appear to
be superior to those obtained using the Reynolds equation ap-
proaches.
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Nomenclature

A, B, D, E � partition matrices defined by Eq. �14�
b � vector of the mean displacement of the bearing

housings
bi � mean displacement of ith bearing housing

C, C � damping and gyroscopic matrix, element
therein

ci � location of ith unloaded bearing housing
ei � mean journal eccentricity at ith bearing
F � force vector

f, f � force frequency component vector, element
therein

H � dynamic stiffness matrix
I, J, L, N � partition matrices defined by Eq. �16�

K, K � stiffness matrix, element therein
k � order of harmonic

M, M � mass matrix, element therein
n � highest order harmonic

P, Q, R, S � partition matrices defined by Eq. �25�
q � number of rotor connection degrees of freedom
ri � location of rotor centreline at ith bearing sta-

tion as measured from datum line in Fig. 2
s � harmonic order of synchronous component

T, U, V, W � partition matrices defined by Eq. �23�
t � time

X, X � displacement vector, element therein
x, x � displacement frequency component vector, ele-

ment therein
� � rotor speed
� � fundamental frequency of steady state solution

Fig. 6 Experimental RBFS rig for identifying the configuration state
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Superscripts „if not otherwise defined…

• � differentiation with respect to time t
c � connection degree of freedom
f � free �nonconnection� degree of freedom

Subscripts „if not otherwise defined…

b � bearing
e � external
o � zero-order harmonic or mean value
p � foundation or pedestal
r � rotor
u � unbalance

y, z � horizontal and vertical directions, respectively
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Perturbations Methods in
Structural Dynamics and
Applications to Cyclic Symmetric
Domains
The design of components must take into account the irregularities inherent to the manu-
facturing process. When the structures have close eigenvalues, small mass and stiffness
variations or the damping generate strong variations of the eigenmodes: these structures
are then not robust. Here, their dynamics has been analyzed by perturbation method, in
the dissipative cases and with coupling within a light fluid. A new perturbation method
allows first order developments whatever the spectral density may be. Applications to
many different vibration problems are presented: aeroelasticity, mode veering problem,
maximum amplitude of forced response in cyclic symmetric domains, with detuning
and/or mistuning, i.e., the most important reliability problem in turbomachinery. The
results of this study provide a new estimation of the amplification factor and damping due
to mistuning and aerodynamic coupling. �DOI: 10.1115/1.1924430�

1 Introduction
In structural dynamics, the formulation and associated develop-

ments of the discrete model describing a conservative system take
a preponderant place. Multiple eigenvalues may exist in structures
exhibiting specific symmetry conditions, such as axisymmetry and
cyclic symmetry, or independence/uncoupledness. Such structures
are widely encountered in rotating machines, e.g., gears, compres-
sors, and turbines, where they are also often immersed in a fluid.

The definition of the eigenmodes becomes arbitrary when they
are associated with multiple eigenvalues. Vibration control re-
quires the prediction of the vibration amplitude but the forced
response and stability of the system are very sensitive to any
symmetry breaking, as explained in �1�. Such symmetry breaking
induced by the manufacturing tolerances will here be referred to
as “mistuning” or detuning if it is intentional.

This symmetry breaking induces a unique definition of the
eigenmodes at contrary of the multiple eigenvalues case, but leads
to insufficiently robust configurations, as they are sensitive to
small parameters.

In this study, we start from the conservative system correspond-
ing to a structure in vacuum. The system will be perturbed by
small mass and stiffness variations or by the introduction of
damping. These perturbations will be of any kind. Since the per-
turbed matrices will not necessarily be symmetrical, we will be
able to deal with any weakly coupled multiphysical problem as
encountered for example in aeroelasticity.

In classical perturbation methods �2�, eigenvalues and eigen-
vectors variations are assumed to be small. Obviously, these meth-
ods become inappropriate if the eigenvalues are multiple. As a
matter of fact, the corresponding natural modes of the perturbed
system are obtained as a small variation of a particular combina-
tion of the eigenmodes corresponding to the multiple eigenvalues
of the tuned conservative system �2�. Thus, the forced response
will be strongly dependent on the rupture of symmetry. Wei and
Pierre �3� proposed a different approach in the case of structures
with cyclic symmetry and composed of N quasi-independent sec-

tors, i.e., exhibiting a weak mechanical coupling. In the tuned and
uncoupled case, the multiplicity of the eigenvalues is equal to the
number of sectors N. The natural modes of the perturbed system
are therefore a small variation of a particular combination in an
eigen subspace of dimension N. To avoid this difficulty, Wei and
Pierre consider the mistuned coupled structure to be a small per-
turbation of the uncoupled mistuned structure. The mechanical
coupling is then the perturbation. However, the resulting pertur-
bation methods �2,3�, which differently deal with the cases of
simple and multiple eigenvalues, are not applicable in the general
case when the spectral density is high.

In the present approach, the natural modes of the mistuned
fluid-structure domain will be obtained through a decomposition
in the complete basis of the eigenmodes of the tuned conservative
structure. Only the perturbations of the eigenvalues will be con-
sidered as small. The resulting system of equations describing
these perturbations is nonlinear but a neighborhood condition, re-
lated to the spectral density, makes it possible to define what
eigenmodes will contribute to each of the mistuned natural modes.
The effects of the perturbations on the damping, stability, natural
modes, and forced response are analyzed. The difficulty of predic-
tion due to the sensitivity to small parameters is the image of the
poor robustness of these structures. It is worth noting that the
rupture of symmetry is a current concern in physics, as described
by Nobel price winner Cohen Tannoudji �4�.

2 Conservative System
The dynamics of the discretized structure is classically de-

scribed by the following equation:

Mq̈ + Kq = f
�1�

M,K positive symmetric matrices of dimension n̂

The eigenvectors x�r� and the eigenfrequencies �0r satisfy the fol-
lowing:

x�s�
T Kx�r� = �0r

2 �rs�r �2�

x�s�
T Mx�r� = �rs�r �3�

where �r and �0r
2 are the generalized mass and eigenfrequency

associated with the eigenvector x�r�. In the cases of structures with
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symmetry, some eigenfrequencies can be repeated and the corre-
sponding modes will be selected to satisfy the orthogonality con-
dition, Eq. �2�. In turbomachinery applications, the components in
the flow path are generally designed according to cyclic symme-
try. Then, most of their modes appear in pair in the ideal tuned
case. According to �5�, either the stationary or the rotating wave
modal base can be used to analyze the dry structure. With fluid
coupling, however, the solution of these periodic equations is,
according to Floquet theorem, best described in rotating waves.
Therefore, the rotating wave modal base will be adopted here as
well for the conservative structure. Aeroelastic forces, damping,
and any variation of this perfect model will be considered later as
perturbations to the cyclic symmetric conservative structure.

To illustrate this perfect model, consider a bladed disk model
with a stiff disk, i.e. with a weak coupling between adjacent sec-
tors. Then, any coupling between adjacent sectors, whatever its
origin may be �elastic or aerodynamic�, will be considered as a
perturbation.

3 Perturbed System
The mass and stiffness matrices are first perturbed in the con-

servative system, then a “damping” matrix is introduced; these
perturbations are assumed to be small, but the symmetry of per-
turbed matrices is not required. This choice will allow us to obtain
solutions for the dissipative system and for the weakly coupled
system.

�M + �M�q̈ + Cq̇ + �K + �K�q = f

M,K, positive symmetric matrices of dimension n̂ �4�

C,�M,�K general matrices of dimension n̂

In the case of a “light fluid” coupling and with low “damping,”
both aerodynamic and dissipative forces are ignored with respect
to the mechanical forces except in the neighborhood of resonance
where the latter vanish. The component of the aerodynamic and
dissipative forces in phase with the displacement acts as stiffness
and the component in quadrature of phase as damping.

4 Perturbation Method
The kth natural mode and its eigenvalue are obtained through a

decomposition in the complete modal basis using a first order
perturbation method. Specifically, the natural mode of eigenvalue
j�0k+��k will be expressed as

z�k� = �
r

�k
rx�r�; �k

k = 1 �5�

where �k
r denotes the modal perturbations.

To first order in the perturbation, Eq. �4� becomes

�j�0kC + 2j�0k��kM + K + �K − �0k
2 �M + �M���

r�k

�k
rx�r�

+ �j�0k�C + 2��kM� + �K − �0k
2 �M�x�k� � 0 �6�

Multiplying Eq. �6� to the left by x�k�
T yields the small perturbation

of the eigenvalue

��k �

− �
r

�k
r�kr

2�kj�0k
with �mn = kmn − �0k

2 mmn + j�0k�mn

with �k
k = 1; mlk = x�l�

T �Mx�k�; �lk = x�l�
T Cx�k�; klk = x�l�

T �Kx�k�

�7�
The above relationship, Eq. �7�, is both an approximation and a
generalization of the Rayleigh’s quotient.

Multiplying Eq. �6� to the left by x�l�
T yields similarly a system

of equations for the modal perturbations, i.e. the coefficients �k
l of

the decomposition of the perturbation of the mode k, see Eq. �5�,

��k
l ���l

�k
��

r

�k
r�kr� + �l��0k

2 − �0l
2 �� − ��

r

�k
r�lr� = 0

�8�
l � k; with �k

k = 1; �mn = kmn − �0k
2 mmn + j�0k�mn

Note that this system of equations is nonlinear in the coefficients
�k

l . If the perturbation of the eigenmodes is small, the quadratic
terms—maybe even the linear ones—can be neglected. The par-
ticipation of one mode in the decomposition of the perturbation of
another depends on the “proximity” of these two modes. The two
modes s and k will be said to be distant from each other if

��0k�sk�2 	 �s
2��0k

2 − �0s
2 �2 − �ksk − �0k

2 msk�2 �9�

This condition implies a small modal perturbation coefficient �k
s.

Further, it involves the split between the corresponding natural
frequencies as well as the mass, stiffness and damping cross
terms. Thus, spectral density and cross terms are pertinent factors
in the proximity of two modes.

On the basis of Eq. �9�, it is possible to determine the ensemble
of modes 	s ,k
, and the subspace they form, which are neighbor to
mode k. The uniqueness of the perturbation does not exist with the
nonlinear equation �8�, except if the modes are distant according
to Eq. �9�. Note further that the perturbed modes of conservative
systems must satisfy the conditions of orthogonality. However,
these conditions can only be satisfied if the perturbed eigenvectors
are determined together. It is therefore necessary to return to the
determination of the eigenvalues and eigenvectors but restricted to
the subspace of the neighbors of mode k, i.e., of the modes 	s ,k
.

To this end, note first that Eq. �1� can be written in modal basis
as

�r̈ + �2�r = 0 �10�

where � and �2� are diagonal matrices of elements equal to �l

and �0l
2 �l, respectively. Further, rl denotes the generalized coor-

dinate associated with the mode l. In each subspace of the modes
	s ,k
 in the neighborhood of k, the perturbed system is governed
by

��̃ + X̃T�MX̃�r̈̃ + �X̃TCX̃�ṙ̃ + ��2�̃ + X̃T�KX̃�r̃ = 0 �11�

The matrices �̃ and �2�̃ are the restrictions, according to Eq. �9�,
of the perturbed system. The matrix X̃ is similarly the restriction
to the subspace 	s ,k
 of the eigenvectors matrix X= �x�l��, l
� 	s ,k
. The solution of Eq. �11� which can be expressed in the
form r̃l= �̃le

�t with �̃l= ��̃l
r� yields the natural modes of the per-

turbed system in the subspaces composed of neighboring modes
as

���k� = minl��̃l − j�0k�

�k
r =

�̃l
r

�̃l
k �12�

z�k� = �
r�	s,k


�k
rx�r�

Note that the orthogonality of these perturbed modes in the sub-
space with respect to the modes not belonging to the subspaces is
ensured by definition.

An approximation of the eigenvalue is then obtained from Eq.
�7� and the generalized mass is determined as
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mk = �
r

��k
r�2�r �13�

Finally, the forced response is obtained by considering the contri-
butions of the generalized forces on the neighboring modes using
the perturbations determined as above.

4.1 Application 1: Mode Veering. Consider first time-
dependent structures without “damping,” dependent on a slowly
varying parameter �6�. For such systems, two neighboring eigen-
modes k and l may evolve to the point of having equal eigenfre-
quencies. However, such a crossing can only occur in structures
having exhibiting either uncoupledness/independence or an appro-
priate symmetry. Except in such cases, the coupling by a cross
term �kl leads to veering. Accordingly, the cross term will be
considered as the perturbation. The corresponding perturbation of
the mode k by the mode l can then be obtained from Eq. �8� as

�k
l��l

�k
��

r

�k
r�kr� + �l��0k

2 − �0l
2 �� − ��

r

�k
r�lr� = 0

�14�
l � k; with �k

k = 1; �mn = kmn − �0k
2 mmn; r = k or l

The perturbation of the mode l by the mode k is obtained similarly
by switching the indices l and k. Without lack of generality, the
norm the eigenmodes x�k� and x�l� will be selected so that the
corresponding generalized masses of the non perturbed system are
equal, that is �l=�k. Then, the perturbations of the eigenmodes
are of opposite sign while satisfying the conditions of orthogonal-
ity. From the solutions of the quadratic Eq. �14�, one introduces
next tan�
�=�k

l =−�l
k.

The perturbed eigenmodes, after normalization and multiplica-
tion by cos 
, can then be represented as

ẑ�k� = z�k� cos 
 = x�k� cos 
 + x�l� sin 


�15�
ẑ�l� = z�k� cos 
 = − x�k� sin 
 + x�l� cos 


They are therefore obtained by a rotation of the nonperturbed
eigenvectors; the rotation angle is linked with the perturbed eigen
frequencies �k� and �l� by

sin2 
 �
1

2
�1 −�1 −

4��kl�2

���k��
2 − ��l��

2�2� �16�

In case of a crossing �i.e., of a double eigenvalue�, the combina-
tion of modes is achieved in the eigen subspace and the perturbed
eigenvalues given by Eq. �7� depend on the perturbation of the

eigenvector. The maximum proximity of the eigenvalues provides
an estimate of the cross term �kl as

min	��k��
2 − ��l��

2
  2�kl �17�

5 Aeroelasticity
The aeroelasticity of structures having two modes with close

natural frequencies is investigated next. These modes can repre-
sent the bending and torsion of an aircraft wing, or, for structures
with cyclic symmetry, mistuned twin modes or two neighbor ro-
tating waves �5�.

With the assumption of light fluids, the aeroelastic forces are
negligible, except in the vicinity of any resonance. In the case of
neighbor eigen frequencies, we know, according to �5�, that this
situation is favorable to instability. It is still possible, after a
change of basis if necessary, to go back to the following:

ẍk + �kkẋk + �klẋl + ��0k�2xk = 0

ẍl + �llẋl + �lkẋk + ��0l�2xl = 0 �18�
The matrix associated with the velocity terms will be referred to
as the “damping” matrix, since the system studied is an active
system.

5.1 Stability According to Routh’s Criterion [5]. Routh’s
criterion provides a basis to determine the conditions for the sta-
bility of the system. Of particular interest here are the stability
conditions involving the coupling of both generalized coordinates,
i.e.,

��0l
2 − �0k

2

2�̂
�2

+ ��kk�ll − �kl�lk� � 0

with:

�2�̂�2 =
�kk + �ll

�kk�ll
��kk�0l

2 + �ll�0k
2 � �19�

Using the sum of the elastic and kinetic energies as Ljapounov
function, it can be shown that the positive definiteness of the
“damping” matrix is a sufficient condition for stability. This con-
dition is necessary, according to the inequality of Eq. �19�, only if
the eigenfrequencies are equal. Note further that the split of the
eigenfrequencies increases the stability margin.

5.2 Perturbations Approach. It is now desired to find the
perturbations of the eigenvalues and of the eigenvectors corre-
sponding to a small “damping” matrix. When the generalized
masses �k and �l are equal to 1, the perturbation �k

l of the mode
k by the mode l can be evaluated from Eq. �14� as

�k
l =

− �kk + �ll + j��0k
2 − �0l

2

�0k
� − sign�− �kk + �ll����− �kk + �ll� + j��0k

2 − �0l
2

�0k
��2

+ 4�kl�lk

2�kl
�20�

and the corresponding perturbation of the eigenvalue �k can then
be found from Eq. �7� as

2��k = − �kk − �k
l �kl

The conditions for stability in the veering zone are then

R���k� � 0 and R���l� � 0

where R�·� denotes the real part of a complex number. With the
above perturbations in eigenvalue, these conditions become

��0l
2 − �0k

2

2�0k
�2

+ ��kk�ll − �kl�lk� � 0

�21�

��0l
2 − �0k

2

2�0l
�2

+ ��kk�ll − �kl�lk� � 0

and the exact solution �19� is recovered that the frequencies be
close or far from each other. Note again that a small split of the
twin modes frequencies improves the stability in a manner similar
to that of damping.
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5.3 Symmetry Breaking and Passive Flutter Control. It
should be restated that the approximate condition for the stability
of the system, Eq. �19�, has been equivalently by the perturbation
approach. Further, it demonstrates that a split of the conservative
system eigenfrequencies, corresponding to symmetry breaking,
can give stability to active systems, i.e. those exhibiting a negative
definite damping matrix.

On the contrary, eigenfrequencies coming closer to each other
or, in the limit, coalescing decreases both the stability and con-
trollability of the system.

When applied to the aeroelasticity of structures with cyclic
symmetry, these results imply that: symmetry breaking increases
stability when only 1 set of twin modes �one rotating wave� is
considered �5�; when two waves �either forward or backward� are
considered, minimum stability occurs with veering.

In turbomachinery applications, the passive control of flutter
could be achieved by splitting the twin modes of the structure to
avoid their combination as an unstable rotating wave. This passive
control needs the knowledge of the pattern of the modes, i.e., of
their interblade phase angle. This result is not new, see for ex-
ample �7�.

6 Extremum Response in Cyclic Symmetric Domains
due to Mistuning

The determination of the extremum response due to mistuning
has been investigated for decades but has led to various solutions
which are not consistent with respect to each other. Certainly, the
solution of this problem depends on the selected model. With the
exception of Whitehead �8,9�, priority has for many years been
given to intensive digital simulations by using either the Monte
Carlo methods �10,11� or the statistical approach �12�. The goal
here is to resume analytical efforts in a general setting and to
rederive previously published results by considering the models
used therein.

The tuned system coupled with a light fluid will be considered
as the starting point for the analysis. The presence of the light
fluid implies aeroelastic terms in phase �additional stiffness� and
in quadrature of phase �“damping” terms� with the displacement.
These terms are calculated in the neighborhood of the resonances
of the conservative system, as their contribution to the dynamics
is considerable. The coupling of dual modes at the same fre-
quency, corresponding to a same number of nodal diameters or to
a same phase difference index n �5�, for which the phase differ-
ence between adjacent sectors is 2n /N. This coupling by nonre-
ciprocal �in the sense of the Betty–Maxwell principle� aeroelastic
terms leads to rotating wave or progressive wave solutions, in the
forward and backward directions, for each phase difference index.
The solutions obtained are real, even with damping, since the
modes of the cyclic symmetric structure occur in pairs �5�.

Given that the excitation by harmonic rotating forces has a
spatial periodicity in backward direction, the resonance of the
tuned system implies two separate conditions:

�1� a frequency condition,
�2� a modal appropriation condition, i.e., a non-null general-

ized force given in Eq. �23�.

The analysis of the mistuned system will be carried out by the
perturbation approach in the rotating wave basis for a wavelike
excitation.

The mode will be perturbed by other waves satisfying the
neighborhood condition and separated according to their respec-
tive phase difference indices, i.e., the waves with the same phase
difference index as the tuned mode at resonance; the waves with
different phase difference indices than the tuned mode at reso-
nance.

This separation arises naturally in the determination of the gen-
eralized force acting on the mode at resonance. Specifically, the
perturbed mode

z�k� = �
r

�k
rx�r�; �k

k = 1; I��k
r� � 0, �22�

where I�·� denotes the imaginary part of a complex number,
yields the generalized force

z�k�
Tf = �

r

�k
rx�r�

Tf; �k
k = 1. �23�

However, x�r�
T f=0 if x�r� and x�k� have different phase indices,

n�r��n�k�, with force f not appropriate with x�k�, so that

�
r

�k
rx�r�

Tf = x�k�
Tf + �

s

�k
sx�s�

Tf; n�s� = n�k� �24�

The perturbations are real, since there is no coupling by the
damping between waves of different phase difference indices.

Furthermore, it will be assumed that the maximum response
amplitude is obtained at the resonance of the perturbed system.

The different modes involved in the perturbed response would
in general contribute differently to the increase of the relevant
norm, e.g. the maximum amplitude at one point in one direction,
or the maximum stress on the perturbed mode, denoted here as �·�.
To properly assess the magnitude of the perturbations �k

r, the
tuned modes must be rescaled to have independent, equal contri-
butions to the quantity being maximized. That is, they will be
redefined as 
k

l x�l� where the parameters 
k
l are selected so that all

modes have the same norm, i.e.,

�
k
l x�l�� = �x�k�� �25�

Assuming further that all generalized masses are equal to 1, it is
found that the norm of the resonant forced response is

�q� =
�x�k� + �l�k

�k
l 
k

l x�l��
1 + �l�k

�k
l �k

l 
k
l 
k

l
�

z�k�
Tf

2�kR��k + ��k�

=
�x�k���1 + �l�k

�k
l �

1 + �l�k
�k

l �k
l 
k

l 
k
l

�
z�k�

Tf

2�kR��k + ��k�
�26�

Maximizing the above norm requires first its derivative with
respect to each of the perturbation parameters which can be ex-
pressed as

�

��k
l �q� = A + B + C �27�

A = � �x�k��z�k�
Tf

2�k
�

1

R��k + ��k�
�

� ��1 + �h�k
�k

h�k
h
k

h
k
h� − 2�k

l 
k
l 
k

l �1 + �h�k
�k

h�
�1 + �h�k

�k
h�k

h
k
h
k

h�2 �
�28�

B = � �x�k��z�k�
Tf

2�k
�

1

R��k + ��k�
� � �−

�1 + �h�k
�k

h�
1 + �h�k

�k
h�k

h
k
h
k

h

�

�kl

2

�R��k + ��k��� �29�
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C =
�x�k���1 + �h�k

�k
h�

1 + �h�k
�k

h�k
h
k

h
k
h

�
1

2�kR��k + ��k�
� ��z�k�

Tf

��k
l −

��k

��k
l

��k�
�

�30�

A few comments are in order. First, the nullity of all derivatives,
Eq. �27� for l=1, . . . ,N, indicates an extremum of the norm. Next,
Eq. �27� reflects some of the observations drawn earlier, i.e.,

�a� the positive effect of detuning on damping �term B� for
waves exhibiting the same phase difference index, see Eq.
�9� or Eq. �19� for the inhibition of the cross damping term
by detuning;

�b� the coupling between the optimum values of the different
perturbations;

�c� the contribution of the modes having the same phase dif-
ference index;

�d� the effect of the variation of the eigenfrequency, which is
negligible according first order perturbation method used.

As will confirmed later, the maximum amplitude of response is
obtained for small perturbations; therefore, the following linear
approximations can be adopted:

�k
l ��l��0k

2 − �0l
2 �� − ��

r

�k
r�lr� = 0l � k;

�31�
with �k

k = 1; �mn = kmn − �0k
2 mmn + j�0k�mn

or also

�k
l =

�lk

��l��0k
2 − �0l

2 ��

We will now compare this optimality result with the published
results �13,14�.

6.1 McBain and Whaley Model [15]. McBain and Whaley
investigated the effects of detuning on two waves of equal fre-
quency in �15�. The solution obtained for the maximum response
amplitude matched numerical results �13�. In particular, the maxi-
mum amplitude obtained equal the amplitude of the tuned disk
multiplied by 1.2. Further, this maximum amplitude was obtained
with a detuning of 0.414.

The dynamic model considered in �15� can be simulated within
the present formulation by selecting

�kl = 0; �k
l = � l � k; 
k

l = 1; N = 2. �32�

Next, consider the optimality condition of Eq. �27�, i.e., A+B
+C=0, and note first that both B and C are zero �zero cross
damping and no significant change in eigenfrequency�. Further, a
zero value of A, Eq. �28�, occurs when

�2 + 2� − 1 = 0 �33�
That is,

� =
1

1 + �2
= 0.414 �34a�

and, from Eq. �26�,

�qmaximum� = �qtuned�*1 + �2

2
= �qtuned�*1.207. �34b�

Thus, the present formulation has recovered the results of
McBain and Whaley. This finding indicates that the other modes
must induce a negligible perturbation. Therefore, this result is
obtained with a strong coupling but with a low detuning.

6.2 Whitehead Model [8,9]. Whitehead used a heuristic
model of a structure with cyclic symmetry and a single degree of

freedom to represent the motion of each of the N sectors. In the
tuned case, the response is a rotating wave that satisfies the ap-
propriation condition.

Whitehead assumed that the rotating waves can be combined
with each wave contributing to the increase in vibration amplitude
but also to the dissipation of the work accomplished by the exter-
nal forces. This work is proportional to the amplitude of the tuned
wave, since the other waves do not contribute; but the dissipation
is proportional to the square of the amplitude.

Relying on the virtual work principle, Whitehead obtained in
1966 the following results below under the assumption that each
wave is equally damped:

�1� The wave corresponding to the tuned case must be equally
perturbed by the other N−1 waves �forward and backward�
by a factor of

1/��N + 1� �35�
�2� The amplification with respect to the tuned case is

1 + �N

2
�36�

These results, which were again presented in 1998 �9�, relate to
a significant maximum amplification factor reached with low
probability. They further demonstrate that the maximum amplifi-
cation increases with the number of sectors.

The model investigated by Whitehead is reconsidered here in
connection with the present perturbation formulation, i.e., Eqs.
�27� and �31�.

In a rotating wave basis, with one degree of freedom in each
sector, there are N forward and backward rotating waves which
will all be assumed equally damped as in �8,9�. Further, with each
generalized mass equal to 1 all waves equally contribute to the
vibration amplitude. From the above discussion, it is thus con-
cluded that the Whitehead model can be simulated by the present
formulation with

�kl = 0; �k
l = � ∀ l � k; 
k

l = 1 �37�
As already noted in connection with the McBain and Whaley

model, the maximization of the amplitude is achieved by setting
A, Eq. �28�, to zero. This criterion leads to the following condition

�2�N − 1� + 2� − 1 = 0 �38�
That is,

� =
1

1 + �N
. �39a�

and, from Eq. �26�,

�qmaximum� = �qtuned�*1 + �N

2
�39b�

The results of Eq. �39� are identical to those obtained by White-
head in a very different manner. Note in particular that the maxi-
mum amplitude is obtained with a small contribution of each in-
appropriate wave but with each wave contributing.

Next, it is necessary to find under what conditions the extre-
mum of Eq. �39� is reached. Combining Eqs. �39� and �31�, it is
found that

� =
1

1 + �N
= �k

l =
�lk

��0k
2 − �0l

2 �
�40�

It is easy to verify that this condition is satisfied if there is a
localized perturbation, since the terms �kl can be interpreted as the
decomposition, in Fourier series, of the perturbation. Clearly, the
mistuning necessary is a function of the mechanical coupling in-
volved in the frequency difference ��0k

2 −�0l
2 �. If the mechanical
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coupling is weak, the perturbation � is small for the extremum.
On the other hand, if the mechanical coupling is strong, the

term ��0k
2 −�0l

2 � will be significant, and a strong perturbation �kl
will be necessary to satisfy the condition �40�.

This condition is fulfilled with mistuning on adjacent blades
giving localization of the natural mode.

6.3 Generalization. The results obtained above show that
there is a maximum amplitude for a given number of perturbing
modes. The amplification is a function with an extremum.

In the general case, far from the stability limit, it can be as-
sumed that all rotating waves are equally damped. Close to the
stability boundary, however, the damping of the different waves is
lower and very dependent on the phase difference index. Note
however that the detuning will increase the effective damping per
Eq. �21�.

The knowledge of the spectrum of the cyclic symmetric struc-
ture allows to identify the M −1 neighbor modes that are likely to
contribute to the amplification of the forced response.

The neighbor modes can therefore be classified into three cat-
egories:

�1� the very close modes, giving perturbations approximately
equal to the tuned wave amplitude, i.e., ���1,

�2� the distant neighbor modes, likely to satisfy

1

1 + �M
= �k

l =
�lk

���0k
2 − �0l

2 ��
,

�3� the distant modes whose �much lower� contributions can be
ignored.

The neighborhood condition �9� allows the counting of the
neighbor modes.

From the extremality condition obtained �A+B+C=0, see Eqs.
�27�–�31��, the forward mode corresponding to the appropriate
backward mode is a close mode, and therefore it cannot satisfy the
condition

1

1 + �M
= �k

l =
�lk

���0k
2 − �0l

2 ��

6.3.1 Improved Assessment. Knowing the coupling and the
amplitude of the perturbations, the above classification of the ro-
tating wave modes can be used to estimate the amplification due
to the detuning under the equal damping assumption, i.e., far from
flutter.

Let P−1 be the number of very close modes, i.e., satisfying
��k

l �1.
Let M − P be the number of distant neighbor modes with equal

but unknown perturbation �
Then, the optimality condition A=0 implies that

�2�M − P� + 2�P − P = 0; i.e., the peturbation � =
1

1 +�M

P

�41a�
The corresponding maximum amplification is then from Eq.

�26�

�qmaximum� = �qtuned�*1

2
�1 +�m

p
� �41b�

It is Whitehead result for M =N and P=1 in Eqs. �41�.
The spectral density associated with the modes of the conser-

vative system and the perturbations represent the relevant infor-
mation for the estimation of the maximum amplification. Note
further that the maximum amplification factor obtained by White-
head is largest value than can be obtained from Eq. �41b� and is

achieved when all modes participate equally. As demonstrated in
�10�, Whitehead’s limit is achieved for a strongly coupled system,
with perturbations large enough for all modes to contribute. How-
ever, there is still the forward mode, which remains a close neigh-
bor mode.

6.3.2 Minimization of the Amplitude of Vibration. It is possible
to find detuning that reduces the amplitude of vibration with re-
spect to the tuned case. Consider for example the amplification
corresponding to a perturbation by two modes:

�kl = 0; �k
l = �1 or �2; l � k; 
k

l = 1; M = 3; P = 1

Then, shown in Fig. 1 is the 3D representation of the response
amplification which clearly demonstrates the existence of pertur-
bations that reduce the response amplitude with respect to the
tuned case.

The results of Fig. 1 are consistent with the maximum amplifi-
cation of 1.366 for a perturbation �=0.366 of each of the 2
modes, see Eqs. �26�–�28�. Figure 1 also indicates the domains of
the perturbations that yield an amplification less than 1.

6.4 Veering Situations. Veering may occur when the modes
are functions of a parameter. In turbomachinery, the most sensitive
parameters are the rotation speed, the temperature, and the phase
difference index of the cyclic symmetric structures. Two examples
are next examined that can give rise to a high amplification of the
response with a mistuning obtained by a local perturbation.

6.5 Application 2: Bladed Disk Resonance With
Mistuning. The modes of bladed discs can be blade modes, i.e.
when the disk behaves as if it was rigid. Then, the corresponding
eigenfrequencies do not depend on the phase difference index.
This situation is often encountered for the first modes of vibration
of bladed disks. The modes can also be disk modes. Then, the
eigenfrequencies strongly vary with the phase difference index.
The veering phenomenon may then be observed between these
two sets of modes at a certain phase difference index, see Fig. 2.
The situation depicted in Fig. 2 is representative of very thin disks
with small blades, i.e. the disk mode frequencies are very depen-
dent on the phase difference index, at the contrary of the blade
first flap mode at 380 Hz. If the excitation falls in the veering
region, the condition of amplification by the N blade modes with
different phase difference indices can be verified by a localized
mistuning �N=17�.

For the example shown �Fig. 2� in the rotating frame, an exci-
tation by a wake with 5 nodes diameter at a frequency of 370 Hz
in the veering yields the critical resonance: with M =18 and P
=2, the maximum amplification factor is 2.0. This result should be
compared with an excitation by a wake with 3 nodes diameter at
380 Hz: with M =18 and P=16, the maximum amplification fac-
tor is 1.0303.

6.6 Application 3: Bladed Disk Veering With Acoustic
Resonance. Consider now a bladed disk in which the disk is rigid.
In the rotating frame, the eigenfrequency of a mode varies with
both rotation speed �for a rotor� and temperature. Each cavity has
acoustic modes, also characterized by their phase difference in-
dex. In the rotating reference, the eigenfrequency of each acoustic
mode behaves as the rotation frequency multiplied by the phase
difference index. If one such mode has the same phase difference
index and a very similar eigenfrequency as a bladed disc mode,
veering by coupling may occur. Figure 3 shows, in the rotating
frame, the frequencies of the cavity modes with 1 nodal diameter
and those of the blade modes on the rigid disk. The blade mode
and the acoustic mode are defined without coupling. The veering
occurs near the 300 Hz rotating frequency. The proposed ap-
proach can explain the failure of the blade with the highest fre-
quency observed sometimes in this configuration. The localization
occurs in highest frequency blade. Indeed, in this situation too, a
localized perturbation on a bladed region can give rise to White-
head’s maximum amplification.
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Fig. 1 Amplification factor with two modal perturbations

Fig. 2 Bladed disk veering
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6.7 General Spectrum. The knowledge of the modes of the
cyclic symmetric structure for all phase difference indices and the
perturbations are the required information to estimate the number
of close modes and neighbor modes that can contribute to the
amplification of the response.

7 Detuning: Good or Bad?
It has been seen that detuning can stabilize a structure and thus

be very beneficial. However, it has also been seen that detuning
can have negative implications through the amplification off the
forced response, especially when this detuning is localized.

Using the results above, and according to �14�, it is possible to
design structures detuned by a harmonic perturbation. In this case,
the damping increases according Eq. �19� and the generalized ex-
citation force can be reduced to a few modes. On the other hand,
the number of excitable modes increases. The design procedure
must then yield a compromise between these two trends.

8 Conclusions
Structures exhibiting many neighbor modes, as defined by Eq.

�9�, or equivalently having a strong spectral density, are insuffi-
ciently robust: small mass and/or stiffness variations or simply the
“damping” may generate important changes of the modes. Their
stability thus depends on small parameters, such as the manufac-
turing tolerances. The applications presented and involving
aeroelasticity show that it is often necessary to investigate simul-
taneously the effects of tolerances and aeroelastic coupling for the
prediction of the eigenvalues, the natural modes, and the forced
response. For forced response problems, new analytical results
were derived that are applicable independently of the model and
its spectral density. The amplification factor due to mistuning was
shown to depend on the model chosen. Extreme value amplifica-
tion cases were presented, and more realistic amplification, in line
with engineering practices, were obtained in Eq. �41�. The maxi-
mum amplification factor is obtained from the dynamic properties
of the conservative system and the perturbations due to mistuning
and aeroelastic coupling. A discussion of the advantages of detun-
ing summarizes this analysis. The statistical methods, such as
those developed for reliability, naturally complete the approach
presented here.
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Nomenclature
M � mass matrix
K � stiffness matrix

�M � perturbation of mass matrix
�K � perturbation of stiffness matrix

f � external force
q � displacement vector of the discretized contini-

ous domain
q̇ � velocity vector of the discretized continious

domain
q̈ � acceleration vector of the discretized contini-

ous domain
C � damping matrix

x�r� � eigenvector number r
x�r�

T
� transposition of eigenvector r

z�r� � perturbed eigenvector number r
A ,B ,C � terms of Eq. �27� defined in Eqs. �28�–�30�

N � number of blades in the bladed disk model
�M − P� � number of distant neighbor modes
�P−1� � number of very close modes

�qmaximum� � maximum amplitude of the forced response
�qtuned� � amplitude of the tuned forced response

xl � generalized coordinates number l
ẋl � velocity of the generalized coordinates number

l
ẍl � acceleration of the generalized coordinates

number l
n � phase difference index for the cyclic symmet-

ric modes

Fig. 3 Veering acoustic resonance-bladed disk mode
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n�l� � phase difference index for the cyclic symmet-
ric mode l

klp � projection of stiffness matrix perturbation in
modes l and p

mlp � projection of mass matrix perturbation in
modes l and p

ml � generalized mass of the perturbed eigenvector
number l

�rs � Kroneker symbol=1 if r=s ; =0 if r�s
�r � generalized mass for mode r

�0r � eigenfrequency for unperturbed mode r
��r � variation of eigenfrequency �0r

�l
r � modal perturbation of mode l by mode r

��l
r� � norm for modal perturbation of mode l by

mode r
� � value of constant modal perturbation whatever

mode l and mode r
�lp � projection of damping matrix perturbation in

modes l and p
�lp � generalized projection of perturbation in modes

l and p

 � rotation angle of eigen vector in a plane
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Conjugate Flow and Heat Transfer
Investigation of a Turbo Charger
In this paper a three-dimensional conjugate calculation has been performed for a pas-
senger car turbo charger. The scope of this work is to investigate the heat fluxes in the
radial compressor, which can be strongly influenced by the hot turbine. As a result of this,
the compressor efficiency may deteriorate. Consequently, the heat fluxes have to be taken
into account for the determination of the efficiency. To overcome this problem a complex
three-dimensional model has been developed. It contains the compressor, the oil cooled
center housing, and the turbine. Twelve operating points have been numerically simulated
composed of three different turbine inlet temperatures and four different mass flows. The
boundary conditions for the flow and for the outer casing were derived from experimental
test data (Bohn et al.). Resulting from these conjugate calculations various one-
dimensional calculation specifications have been developed. They describe the heat trans-
fer phenomena inside the compressor with the help of a Nusselt number, which is a
function of an artificial Reynolds number and the turbine inlet temperature.
�DOI: 10.1115/1.1839919�

Introduction

In recent years the turbo charging of Diesel engines gained an
increased importance. Considering mainly performance perspec-
tives the present research and development efforts also focus on
economic and environmental aspects. The specific fuel consump-
tion and the exhaust emissions need to be reduced and the dy-
namic behavior of the engine needs to be improved.

For these considerations the unsteady behavior of the whole
engine is of interest, i.e. the unsteady interactions between the
individual engine components �core engine, compressor and tur-
bine of the turbocharger, exhaust gas recycling, control systems�.
Common design tools are computer programs for unsteady cycle
analysis computations, which receive information about the com-
ponents’ operating behavior from maps.

Usually the rotating mass of the turbocharger is modeled as a
system neglecting the unsteady aerodynamic behavior of the com-
pressor and the turbine. Therefore, steady compressor and turbine
maps are needed which cover an increased range of operating
points realizable in the steady operation of the whole engine.

Especially for small mass flows the use of these maps is critical
because in this range nonadiabatic effects dominate the behavior
of a turbo charger. Besides the heat that is passed away through
the surface, the flanges, and the bearing oil, a non-negligible
amount of heat flows from the hot turbine into the distinctly
colder compressor.

Bulaty �1� published a method for the extrapolation of compo-
nent maps that is still used in programs for cycle analysis compu-
tations. Since the heat fluxes are neglected, the results are inaccu-
rate so that the understanding and the quantification of the heat
fluxes becomes crucial.

Thus, the quantification of the occurring heat fluxes is one con-
dition for the adaptation of various component efficiencies. De-
signers need to distinguish the adiabatic from the diabatic change
of state and respective efficiency. Figure 1 shows the compression
process illustrating that the end point of the diabatic change of
state differs from the adiabatic one by the amount of qC .

The need of a diabatic approach has already been stated by
various researchers �2–4�. Therefore, the scope of this work is a
contribution to overcome this deficiency.

Heat Transfer Model
The first step of the analysis is to set up a model that adequately

describes the heat fluxes in a turbo charger. Figure 2 shows the
developed model, which has been divided into a turbine, center
housing, and compressor part. Applying a heat balance to the sys-
tem clarifies the paths of heat and power.

One part of the enthalpy drop in the turbine results from the
power output transferred to the shaft, which drives the compressor
wheel. The mechanical efficiency describes the amount of power
that is converted into heat and taken away by the lubricating oil,
which also has a cooling function. The other part of the enthalpy
drop in the turbine is heat. It divides into one amount transferred
to the surrounding area due to natural convection and thermal
radiation and into one amount flowing into the center housing
splitting into several parts. Additional to the portion leaving the
system due to natural convection and radiation another portion is
transferred to the oil channel. The rest of the heat enters the com-
pressor where the amount that is not delivered to the surrounding
area, can heat up the compressor fluid depending on the operating
point. This dependency is the main objective of this investigation.

Computational Model

Geometry and Grid. Since the modeling of the complete tur-
bocharger would require approximately 40 Mio grid points a less
time-consuming geometric model has been developed �Fig. 3�.
First, the compressor and the turbine are divided into periodic
segments. Second, due to the necessary periodic boundary condi-
tions at the cutting planes, the volutes are substituted by annular
rings. The 60 deg compressor segment consists of 2.9 Mio grid
points including 2 splitter blades. The 32.7 deg turbine segment is
composed of 1.45 Mio grid points and 1 blade. The intermediate
center housing is not segmented because of its asymmetry. Thus,
the inner oil cooling system is considered in a simplified manner.
In total, the three parts of the turbo charger required 4.5 Mio grid
points distributed among 151 blocks.

Numerical Procedure. In order to investigate the heat trans-
fer mechanisms in the turbo charger the C� onjugate H� eat T� ransfer
and Flow solver CHTflow has been chosen.

Contributed by the International Gas Turbine Institute �IGTI� of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERS for publication in the ASME JOURNAL OF
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For this code a unique Conjugate Calculation Technique has
been developed which involves the direct coupling of the fluid
flow and the solid body using the same discretization and numeri-
cal principle for both zones. This allows an interpolation-free tran-
sition of the heat fluxes between the neighboring cell faces �Bohn
and Bonhoff �5�, Bohn et al. �6,7��. Thus, additional information
on the boundary conditions at the blade walls, such as the distri-
bution about the heat transfer coefficient, becomes redundant, and
the wall temperatures as well as the temperatures in the blade
walls are a direct result of the simulation. Due to a high resolution
of the boundary layer including the viscous sublayer �the dimen-
sionless wall distance of the first cell is y��1 or smaller�, the
local heat fluxes are determined with sufficient accuracy. The cal-
culated wall temperature serves as an internal boundary condition
for the coupling procedure. Thus, this procedure is stable even for
complex conjugate heat transfer problems.

The numerical scheme works on the basis of an implicit finite
volume method combined with a multi-block technique. The
physical domain is divided into different blocks for fluid flow and

solid body regions. The full, compressible, three-dimensional
Navier–Stokes equations are solved in the fluid blocks. The Fou-
rier equation is solved in the solid body blocks.

The closure of the Reynolds averaged equations is provided by
the Baldwin–Lomax algebraic eddy-viscosity turbulence model
�Baldwin and Lomax �8��. The model has been chosen because of
its low computation time and the good experiences in other con-
jugate calculations �9–11�. Different conjugate calculation ap-
proaches have been presented by other authors �e.g. Kao and Liou
�12�, Han et al. �13�, Montenay et al. �14�, Li and Kassab
�15,16��.

Boundary Conditions. Two types of calculations have been
conducted. One configuration is the complete model including the
compressor, the center housing, and the turbine. The limited
project duration required a time saving model for the parametric
study. Hence, the single compressor was taken from the full model
reducing the computational grid and with that the computation
time.

The same car turbocharger has been investigated experimen-
tally �Bohn et al. �17��. From these experiments the boundary
conditions for the calculations have been deduced for various op-
erating points. This includes the aerothermal boundary conditions
for the fluid at the inlet and at the outlet of the compressor and
turbine as well as the thermal boundary conditions on the surface
of the casing.

In order to achieve realistic boundary conditions on the surface
of the casing, pictures have been taken with a thermography-
camera. Combined with information from resistance thermom-
eters a surface temperature distribution has been determined. This
procedure implicitly contains the influence of natural convection
as well as the influence of thermal radiation.

Since the turbo charger consists of different materials for the
casings, blades, and shaft, their different thermal behavior is taken
into account by setting the corresponding material properties like
density and thermal conductivity.

Complete model. One operating point has been simulated ac-
cording to Table 1. The number of revolutions must be identical
for the turbine and compressor, but also the mass flows have
been adjusted to the same value in the experiment and in the
calculation.

Compressor model. The single compressor needs further infor-
mation at the boundary towards the center housing. Here, a radial

Fig. 1 Compression process in a compressor

Fig. 2 Heat transfer model

Fig. 3 Geometric model
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temperature profile is prescribed which was determined in the
calculation of the complete model. Since it was derived from a
certain operating point it had to be adjusted to further operating
points by the following method:

a. Nondimensionalization of the radial temperature profile with
help of the surface temperature of the compressor casing at
the plane towards the center housing. This information is
dependent on the operating point and results from the
experiment.

b. Redimensionalization of the radial temperature profile with
help of the corresponding surface temperature of the desired
different operating point.

The solid body temperature distribution at the surface of the
casing, the blades, and the shaft is shown in Fig. 4. At the outer

walls of the casing this temperature distribution is identical with
the boundary condition received from the experiment as explained
in the preceding paragraph. Furthermore, the visualization of the
multiplied and rotated compressor and turbine segments illustrates
the shape of the geometric model with the modified volutes.

Table 1 shows a matrix of the test cases investigated experi-
mentally and numerically. Starting with the operating point corre-
sponding to Fig. 5 three higher mass flows and two further turbine
inlet temperatures were combined. Both increasing the mass flow
and raising the turbine inlet temperature results in a higher num-
ber of revolutions.

Results

Heat Flux Distribution. Figure 5 shows the temperature dis-
tribution of the complete model computation in a longitudinal
section. It also shows the heat flux from the turbine through the
center housing into the compressor. At this operating point, the
detail with a finer temperature resolution clearly reveals the tem-
perature difference between the fluid and the solid body of the
compressor.

In order to evaluate the heat fluxes between the fluid and the
solid body �casing, blades, and shaft� of the compressor, 60 cut-
ting planes have been positioned equidistantly according to Fig. 6.
After that, the local heat fluxes have been determined and as-
signed to the individual cutting planes.

This produces the heat flux distribution shown in Fig. 7. Several
peaks indicate either a significant change in the heat transfer area
or a change in the local heat transfer coefficient. Positive values
mean a heat flux from the solid body to the fluid; negative values
describe a heat flux in opposite direction, from the fluid to the
solid body.

Figures 8–10 show the summation of the local heat fluxes be-
tween fluid and solid body along the planes specified in Fig. 6.
The local values were added subsequently, so that a particular
value represents the amount of heat transferred from the compres-
sor inlet to the specific position. If the gradient of the curve is
positive the heat flux is directed by definition from the solid body
into the fluid and vice versa if the gradient is negative.

For all investigated cases the heat flux passes into the fluid in
the first half of the compressor. Further downstream, the fluid
heats up as a result of the compression process to such a high
extent that its temperature exceeds the solid body temperature.
Consequently, heat flows from the fluid into the solid body in the
rear part of the compressor. This phenomenon is intensified with
rising mass flow because on the one hand the compression, and
with that, the fluid temperature rise increases. On the other hand,
the expansion in the turbine grows, so that less heat is transferred
to the compressor. Figure 11 illustrates this interaction. Rising the

Fig. 4 Surface temperature distribution

Fig. 5 Temperature distribution—longitudinal section „ṁC ÕṁC,refÄ1, �oT,1 Õ�o,refÄ1, nÕnrefÄ1…

Table 1 Passenger car turbocharger: Operating points

Turbine inlet temperature �oT ,1 /�o ,ref.�-�

Complete model Parametric study compressor
1 �1 1 �1

1 x x x x
mass flow
ṁC /ṁC ,ref

↓ x x x
x x x

�-� �1 x x x
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turbine inlet temperature at constant mass flow also leads to an
intensified heat transfer from the fluid to the solid body. This is
caused by a sequence of changes. First, the enthalpy drop in the
turbine increases and consequently the number of revolutions, too.
With the same mass flow as in the turbine, the compressor pres-
sure ratio rises with increased enthalpy rise. Consequently, the
higher exit pressure is directly linked to a higher exit temperature.

Heat Transfer Number. Dependent on the operating point
the heat transfer inside the compressor may be represented by

QC� f ��C ,1 ,� ,ṁC ,TT ,1 ,DC ,1 ,DC ,2 ,HC ,1 ,HC ,2� (1)

It is a function of the working fluid, the material, the aerothermo-
dynamics, and the geometry. Further magnitudes of influence are
dependent magnitudes and therefore they have to be neglected. In
dimensionless notation the equation is

NuC� f �ReC ,ToT ,1� f ��C ,1 ,ṁC1 ,ToC ,1 ,DC ,2 ,HC ,1 ,HC,2� (2)

Based on the common definition for the Reynolds number an ad-
justed artificial Reynolds number has been derived taking into
account the compressor mass flow and blading geometry,

ReC�
�C ,1•cC ,1•lC

�C ,1
�

ṁC

�C ,1
•

DC ,2�DC ,2�2•HC ,1

4•DC ,2•HC ,2
(3)

The parameters for the geometry are shown in Fig. 12. The CFD
code calculates the heat fluxes and subsequently an artificial heat
transfer coefficient, which is needed for the Nusselt number:

QC� h̄C•	To•AC (4)

	To�ToT ,1�ToC ,1 (5)

AC�



2
�DC ,2�DC ,1�2•HC ,1�

2 (6)

NuC�
h̄C•lC

k̄
(7)

Fig. 7 Compressor heat flux solid body^fluid ṁC ÕṁC,refÄ1,
�oT,1 Õ�o,refÄ1

Fig. 8 Compressor heat flux solid body^fluid ṁC ÕṁC,refÄ1,
�oT,1 Õ�o,refË1

Fig. 9 Compressor heat flux solid body^fluid ṁC ÕṁC,refÄ1,
�oT,1 Õ�o,refÄ1

Fig. 6 Compressor geometry and positioning of cutting
planes for thermal evaluation „Figs. 7–10…
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k̄�k� T̄�0.5•�TC ,1�TT ,1�� (8)

lC�



4
�DC2�DC1�2•HC ,1� (9)

This compressor Nusselt number has been calculated for each
operating point and is plotted versus the compressor Reynolds
number as shown in the diagram, Fig. 13. To enable the Nusselt
number prediction for additional operating points, the following
calculation specification has been developed:

NuC�Nu0��p2�� ReC
2

1��2� . (10)

This function best describes the curve through the points of con-
stant turbine inlet temperature. It is derived from the vertex equa-
tion describing the geometry of conical sections. It contains the
Re-number and a temperature dependent coefficient, as well as
several constants as listed in Table 2. Inserting �2 and Eq. �3�, the
notation for the artificial Nusselt number is:

NuC�Nu0��p2�

� ṁC

�C ,1
•

DC ,2�DC ,2�2•HC ,1

4•DC ,2•HC ,2
� 2

1���0•e�ToT ,1 /�1��2•ToT ,1�
(11)

For all temperatures the curves in the ReC–NuC-diagram start
from a common starting point. They drop with rising Reynolds
numbers or with rising mass flows, respectively. According to the
explanation in the preceding paragraph the drop increases with
higher turbine inlet temperatures.

In order to show the relation between the artificial Nusselt num-
ber and the heat flux the following function for the nondimen-
sional heat flux was derived from Eqs. �4�, �7�, and �10�. In Fig.
14 it is plotted versus the compressor mass flow:

QC�
k̄

lC
•AC•	To•

� Nu0C

��p2�

� ṁC

�C ,1
•

DC ,2�DC ,1�2•hC ,1

4•DC ,2•hC ,2
� 2

1���0•e�ToT ,1 /�1��2•ToT ,1�
� (12)

The artificial Nusselt number inside the curly brackets is multi-
plied with a factor. This factor only depends on the turbine inlet

temperature, so that it is constant for each curve. With a rising
turbine inlet temperature different phenomena occur. At operating
points with small compressor mass flow the heat flux into the
compressor fluid increases, but at high mass flow, the heat flux

Fig. 10 Compressor heat flux solid body^fluid ṁC ÕṁC,refÄ1,
�oT,1 Õ�o,refÌ1

Fig. 11 Temperature differences between inlet and outlet of
compressor and turbine

Fig. 12 Compressor: geometry parameters

Fig. 13 Compressor: ReC–NuC-diagram
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from the compressor fluid into the solid body grows. This results
in an operating point with a heat flux independent of the turbine
inlet temperature.

Discussing the special case of NuC�0, which almost coincides
with the simulated operating point ReC�1.78•105, �oT ,1 /�o ,ref
�1 ��� in Fig. 13, helps to understand the heat transfer processes
in the compressor. Referring to Fig. 1 it does not mean that no
heat is transferred and the change of state is identical with the
adiabatic case. Instead of that, the correct interpretation is, that the
same amount of heat is transferred to the fluid as it is discharged
from the fluid. The change of state is not adiabatic because of the
diverging isobars as illustrated in Fig. 15. For clarification, the
velocities have been neglected in this diagram. Furthermore, Fig.
10 reveals this fact for the same operating point (ṁC /ṁC ,ref

�1.0, �oT ,1 /�o ,ref�1 ����. In the front part of the compressor
heat is transferred into the fluid and in the rear part heat is trans-
ferred into the solid body.

Conclusions
A conjugate calculation of a turbo charger including the com-

pressor, the oil cooled center housing, and the turbine has been
performed. It is shown that the heat transfer from the hot turbine
into the cold compressor significantly influences the change of
state during the compression process. A parametric study has been
carried out for three-dimensional conjugate calculations with
variations of the mass flow and the turbine inlet temperature.
From this parametric study a one dimensional Nusselt law has
been developed which enables the prediction of the heat transfer
even for additional operating points and similar geometries. For
small Reynolds numbers the compressor fluid is heated up by the
heat flux from the turbine. With increasing Reynolds number the
compression heats up the fluid so strong that heat is discharged
into the casing and blading. Therefore, the understanding of the
diabatic change of state in a compressor is crucial for the success-
ful thermal design of a turbo charger.
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Nomenclature

cp � specific heat at constant pressure �J kg�1 K�1�
D � diameter �m�
h � enthalpy �J kg�1�
h � heat transfer coefficient �W m�2 K�1�
H � height �m�
k � thermal conductivity �W m�1 K�1�
L � length �m�
ṁ � mass flow rate �kg s�1�

Nu � Nusselt number
n � number of revolutions �s�1�
p � pressure �N m�2�
P � power �N m�2�
q � specific heat �J kg�1�
Q � heat flux rate �W�

Re � Reynolds number
T � temperature �K�
v � velocity �m s�1�
w � specific work �J kg�1�
	 � difference

�2 � coefficient
� � efficiency
� � dynamic viscosity �kg m�1 s�1�
� � density �kg m�3�
� � temperature �°C�

Subscripts/Superscripts

— � averaged quantity
C � compressor
H � center housing
m � mechanical

nC � natural convection
oil � bearing oil

OC � oil channel in center housing
o � stagnation conditions

ref � reference value

Table 2 Constants and coefficients of Nusselt law

Coefficient Equation for coefficient Constant Value

�2 �0•e�ToT ,1 /�1��e•ToT ,1 �0 5•108

�1 143 K
�2 1123 K�1

Nu0 170
p 100

Fig. 14 Compressor: mC – QC-diagram

Fig. 15 Refined model of the compression process
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R � thermal radiation
T � turbine

1, 2 � inlet and outlet of a blade row

Constants from calculation specifications

Nu0 , p, �0 , �1 , �2
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Applying Thermodynamics in
Search of Superior Engine
Efficiency
Historically, a succession of thermodynamic processes has been used to idealize the
operating cycles of internal combustion engines. In this study, the 256 possible combina-
tions of four reversible processes—isentropic, isothermal, isochoric, and isobaric—are
surveyed in search of cycles promising superior thermal efficiency. Regenerative cycles
are excluded. The established concept of the air-standard cycle, which mimics the internal
combustion engine as a closed-cycle heat engine, is used to narrow the field systemati-
cally. The approach relies primarily on graphical interpretation of approximate
temperature-entropy diagrams and is qualitative only. In addition to identifying the cycles
offering the greatest efficiency potential, the compromise between thermal efficiency and
mean effective pressure is addressed. �DOI: 10.1115/1.1804537�

Introduction
Historically, thermodynamics has been a useful tool for under-

standing the energy conversion process that occurs in the internal
combustion �IC� engine. The actual engine cycle has been ap-
proached through a succession of computational approximations
of increasing complexity.

In its simplest form, the engine is represented as a series of
successive reversible thermodynamic processes. The working me-
dium is assumed to be a perfect diatomic gas having the properties
of room-temperature air. In place of combustion, energy is trans-
ferred into the cycle from an external source. In place of the
exhaust process essential to an IC engine, energy is transferred
from the working gas to the surroundings to return the gas to its
original state for repetition of the cycle. Aside from these two
functions, energy exchange between the working gas and its sur-
roundings is assumed to be zero. This closed-cycle approximation
of the actual engine, which treats the IC engine as a heat engine,
is known as the air-standard cycle.

The IC engine is not, of course, such a heat engine. Unlike the
heat engine, it operates on an open circuit. Unlike the heat engine,
its efficiency is not limited by the Carnot efficiency �1�. As a
measure of its effectiveness as an energy converter, the output
work it delivers ought to be measured against the difference ef-
fected in Gibbs free energy between reactants and products. How-
ever, common practice in industry is to express the effectiveness
of energy conversion in terms of specific fuel consumption �SFC�,
i.e., mass of fuel consumed per unit of energy delivered. Because
SFC depends not only on engine performance, but also on the
energy content of the fuel, thermal efficiency is also used. It is
inversely proportional to the product of SFC and the heating value
of the fuel. For the common hydrocarbon fuels, it happens that the
heating value of the fuel has approximately the same value as the
associated change in free energy �2�.

The next closest approximation to the engine treats it as an
open cycle incorporating combustion. Gas exchange is recognized
during the intake of a fresh charge and the exhausting of combus-
tion products. As a result, some residual combustion products
from the previous cycle are allowed to remain in the cylinder once
it has been closed to the surroundings. The gas within the cylinder
is assumed to be spatially homogeneous. Changes in the specific

heat of the working gas with temperature are recognized. Changes
in composition are also recognized during combustion and expan-
sion, with the products assumed always to be in chemical equilib-
rium �except for freezing of carbon monoxide late during expan-
sion, as has been observed experimentally during engine
operation�. Again, temperature-differential-driven energy ex-
change between the working gas and the surroundings is ne-
glected. This approximation is known as the fuel-air cycle.

A series of increasingly accurate approximations to actual IC
engine operation follow. First, energy transfer from the working
gas to the surroundings, driven by temperature difference, may be
allowed. Then equilibrium gas composition may be replaced
through consideration of time-dependent chemical kinetics. Spa-
tial differences in gas composition within the cylinder may be
considered as a flame front is allowed to progress through the
cylinder space. Possible options include the two-zone model
�unburned- and burned-gas fractions� and the three-zone model �in
which a boundary layer is added to accommodate energy transfer
between the cylinder gas and its confining walls�. Ultimately,
computational fluid dynamics �CFD� models treat the cylinder
contents as a three-dimensional mesh of computational cells, each
analytically linked to its neighbors but following its own
chemical/thermodynamic path.

Approach
In this paper the simplest model—the air-standard cycle—is

used to explore qualitatively the thermal efficiency potential of a
broad range of thermodynamic cycles. This simplified approach to
the engine cycle offers some valuable insights, but is no replace-
ment for more complex models. Important factors not compre-
hended by the air-standard-cycle approach include the effects of
heat transfer on the cycle, and of changing temperature and com-
position of the working gas on thermodynamic properties. All
cycles considered are for nonregenerative, naturally aspirated en-
gines, with a starting pressure of 1 atm and a fixed initial tempera-
ture. Energy added to the cycle is held constant. The approach is
principally graphical, employing temperature-entropy diagrams.
In fact, the objective of this work is to identify cycles promising
high thermal efficiency without resorting to a multiplicity of com-
plex equations, irrespective of historical developments that have
led to established IC engine practice. Although the thermody-
namic concept of availability has been shown to have great utility
in analyzing engine performance �3,4�, that approach has been
purposely avoided in this qualitative assessment.

For the reversible air-standard engine cycle, the First Law of
Thermodynamics states that
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W��Qadd�Qrej���U (1)

where W�net work output, Qadd�energy added to cycle,
Qrej�energy rejected from cycle, �U�net change in internal en-
ergy.

Because the cycle returns the working gas to its original state,
�U�0 and the net work is equal to the net energy exchanged
between the working gas and its surroundings. It further follows
that the cycle efficiency ���, which is the ratio of work output to
energy added, is given by

��1�
Qrej

Qadd
(2)

Because Qadd is held constant in the following comparisons, it
follows that the most efficient cycle is the one rejecting the least
energy. It is further known that for a reversible cycle, dQ�T dS,
where energy interchange Q is expressed per unit mass, T repre-
sents absolute temperature and S represents specific entropy. Con-
sequently, Qadd and Qrej for each process in a reversible cycle are
represented by the areas under the energy-addition and energy-
rejection paths when those process paths are plotted on a
temperature-entropy plane. Using T-S diagrams of air-standard
cycles to compare the thermal efficiencies of established IC en-
gine cycles has a long tradition �5,6�. In this paper that technique
is broadened to include a large number of possible cycles not in
common use.

An air-standard cycle is comprised of combinations of three or
more of the following reversible thermodynamic processes: isen-
tropic �constant specific entropy, denoted by S�, isothermal �con-
stant temperature, denoted by T�, isobaric �constant pressure, de-
noted by P�, and isochoric �constant specific volume, denoted by
V�. Thus, by way of example, STPV designates a possible four-
process cycle comprised successively of an isentropic, an isother-
mal, an isobaric, and an isochoric process, with the last isochoric
process returning the working gas to its original state.

The STPV cycle is represented in Fig. 1. Isentropic process 1–2
follows a vertical line because it involves no energy exchange
with the surroundings, hence cannot have area beneath it. The
isothermal path is a horizontal line, 2–3. The area under 2–3
represents the energy added to the cycle, which is held constant in
comparisons to follow. Isobaric energy rejection is represented by
the area under 3–4. Energy rejection continues isochorically, pro-
portional to the area under more steeply sloped line 4–1. In Fig. 1
and all subsequent figures in this paper, the isobaric and isochoric
paths have been linearized for simplicity. In reality, these paths
both have a slight upward concavity, but for the qualitative com-
parisons of this study, showing them as straight lines does not
affect the relative rankings of the cycles. �In the T-S diagrams in
this paper, abscissas labeled ‘‘linearized’’ remind the reader that
isobars and isochores are shown as straight lines rather than as
having their true logarithmic curvatures.�

To limit this study to manageable proportions, only four-
process combinations are considered. That yields 44�256 combi-
nations, as listed in Table 1. To comprise an engine cycle, the
thermodynamic processes must circumscribe a closed area on
temperature-entropy coordinates, generating that area in the clock-
wise sense. �A T-S diagram generated in the counter-clockwise
sense constitutes a refrigeration cycle.�

One- to Three-Process Combinations
Clearly, such one-process combinations as SSSS cannot gener-

ate an enclosed area. Neither can such two-process combinations
as SSPP, SSSP, or SPPS. In Table 1, such combinations are elimi-
nated by a double strikethrough. However, such two-process com-
binations as SPSP do comprise legitimate cycles. This elimination
of candidates that do not enclose a T-S diagram cuts the count of
possibilities from 256 combinations to 180 actual cycles eligible
for further consideration.

Combinations generating three-sided T-S diagrams are elimi-
nated by a single strikethrough in Table 1 as having efficiencies
noncompetitive with four-process combinations. To illustrate,
compare cycle VSPP �three-sided diagram 1–2�–3�� to cycle
SVSP �four-sided diagram 1–2–3–4� in Fig. 2. Recalling that the
areas under the respective isochoric energy-addition lines �1–2�
and 2–3� represent the quantities of energy added to the cycles
and are being held equal, it is clear that SVSP, with its higher
average temperature during energy addition, requires a smaller
increase in entropy than VSPP. Consequently, the energies re-
jected from the cycles, which are represented by the areas under
the isobaric lines returning the working gas to the original state of
the cycle �3�–1 and 4–1�, is less for SVSP than for VSPP, and the

Fig. 1 Temperature-entropy diagram for STPV cycle

Table 1 Possible combinations of four processes „double
strikethrough marks noncycles; single strikethrough marks three-
process cycles; surviving cycles in bold type…
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three-sided diagram is unable to match the efficiency of a four-
sided diagram. This second cut, eliminating three-sided diagrams,
reduces the number of cycles under consideration to 84.

Cycles With Subatmospheric Pressure
Next, consider cycles started isobarically. The initiating isobaric

process must be endothermic, i.e., effected by an absorption of
energy and an increase in entropy, because an exothermic isobaric
process would entail the unreasonable requirement of initially
cooling the working medium below its starting temperature.

All such cycles started with an endothermic isobaric process are
eliminated because in order to close a clockwise-generated T-S
diagram, processes completing the cycle must occur at pressures
lower than the atmospheric pressure at which the cycle starts. The
result is a negative mep �mean effective pressure, i.e., the average
height of the enclosed diagram representing the cycle on a
pressure-volume plane�. This third cut removes 21 cycles, leaving
63 for further consideration.

Of the remaining cycles, those beginning with pressure-
increasing processes that subsequently require cylinder pressure to
drop below atmospheric pressure in closing the diagram are elimi-
nated. Such cycles require recompression of the cylinder gas after
it has been expanded for the extraction of positive work. From a
practical standpoint, such cycles are likely to suffer from low
power density. This is true because the required subatmospheric
area of the P-V diagram lowers mep. For a specified output, this
can be expected to require a large piston displacement.

Recalling from Fig. 1 that the slopes of the processes mapped
on a T-S plane decrease from isentropic �infinite slope� to isoch-
oric to isobaric to isothermal �zero slope�, it can be reasoned that
subatmospheric pressure is encountered in closing the 14 cycles
initiated isochorically that are closed with T or S, and the seven
cycles initiated isentropically that are closed with T. All of the
remaining 21 isothermally initiated cycles survive except TSVP,
which, if cooling below the starting temperature is disallowed, can
be closed only in the counter-clockwise direction and therefore
constitutes a refrigeration cycle. The 41 cycles surviving this
fourth cut—20 initiated isothermally, 14 initiated isentropically,
and 7 initiated isochorically—are listed in Table 2.

In exploring these 41 candidates, each cycle can be considered
as comprised of two phases—an opening and a closing phase. All
cycles begin the opening phase at a common thermodynamic
state—atmospheric pressure and an arbitrarily selected initial tem-
perature. The opening phase terminates with the end of energy
addition. That point on the T-S diagram is marked by maximum
cycle temperature. In cycles where the final process of the open-
ing phase is isothermal, the opening phase terminates at the point
of maximum temperature and maximum entropy. Then the closing
phase is comprised of the one to three processes used to return the
working gas to its initial state.

At this point the 20 cycles initiated isothermally are set aside
temporarily for subsequent examination because, unlike the other
21 cycles, they reject energy during the opening phase. Next, the
most desirable closing path for those 21 cycles is considered.

Isentropic and Isochoric Initiation
In Fig. 3, the closing phase begins at point b, the termination of

opening phase a – b . The irregular path plotted for the opening
phase indicates that the present consideration of the closing phase
is independent of the path followed in the opening phase. The
only requirement imposed on the opening phase in this study is
that when comparing cycles, the area under a – b , i.e., the energy
added to the cycle, is held constant. Because of this constancy of
energy added, the cycle with the least area under the closing path,
i.e., rejecting the least energy, is the most efficient.

The lowest line plotted in Fig. 3 represents the atmospheric
isobar. As previously discussed, cycles with closing phases going
below that isobar have been rejected because of low mean effec-
tive pressure. Three possible closing paths are illustrated in Fig. 3:
--SV, --SP, and -VSP. It is obvious from inspection that the least
energy is rejected with the two-process closing path SP. Discard-
ing, from the 31 cycles being considered, those not closed by SP
leaves only five of them, viz., SPSP, STSP, SVSP, VPSP, and
VTSP.

In Fig. 4, the opening phases of these five cycles are compared.
In each case these opening-phase paths are drawn to have equal
areas �equal energy added� beneath them, and are completed with
an SP closing, in keeping with the previous finding. Immediately
apparent is that for the isochorically initiated cycles, the opening
phase must be extended to a much higher entropy, with a conse-
quent greater energy rejection, than is the case for the three cycles
beginning isentropically. It is clear from these diagrams that for
the prescribed boundary conditions of this figure, a cycle begin-
ning isochorically cannot compete in efficiency with one begin-
ning isentropically. It is further seen that for a specified compres-

Fig. 2 Comparing three-process VSPP cycle to four-process
SVSP cycle

Fig. 3 Comparing cycle closing phases —SP, —SV, and -VSP

Table 2 Cycles surviving the fourth cut

SPSP VSTP TPSP
SPSV VSVP TPSV
SPTP VPSP TPTS
SPTV VPTP TPTP
SPVP VPVP TPTV
STSP VTSP TPVS
STSV VTVP TPVP
STPV TVSP
STVP TSPS TVSV
SVSP TSPV TVPS
SVSV TSTS TVPV
SVPV TSTP TVTS
SVTP TSTV TVTP
SVTV TSVS TVTV
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sion ratio, which is set by the shared isentropic process beginning
the other three cycles, adding energy isochorically offers the
greatest cycle efficiency because it requires the least energy rejec-
tion. Cycles adding energy at constant pressure and at constant
temperature offer decreasing efficiency, in that order.

This superiority of the SVSP cycle, the Atkinson cycle, stems
from the fact that compression ratio was held constant. However,
this cycle produces a comparatively high peak pressure. Engine
design may be constrained by that pressure, which adversely af-
fects the engine weight/durability/cost tradeoff and typically in-
creases combustion-generated noise. As can be deduced from Fig.
4, if the limiting design parameter is peak pressure rather than
compression ratio, the initial temperature rise for the SVSP cycle
must be reduced, making the SPSP cycle more efficient than the
SVSP cycle. SPSP defines the Brayton, or Joule, cycle.

Isothermal Initiation
Now attention is turned to the remaining 20 isothermally initi-

ated cycles—7 of them ending isentropically, 7 isochorically, and
6 isobarically. A feature distinguishing those ending with an isen-
trope is that all of the cycle energy rejection occurs during iso-
thermal compression. In contrast, the other 13 isothermally initi-
ated cycles experience energy rejection during two of the four
processes comprising the cycle.

Three of the seven ending isentropically follow the initial iso-
therm with a second isentrope, as superimposed with identical
initial isothermal compression paths and equal energy inputs in
Fig. 5. TSTS �1–2–3–4� is the Carnot cycle, the efficiency of
which, from the Second Law of Thermodynamics, cannot be ex-
ceeded by any cycle operating between the same temperature lim-
its. As drawn, the other two cycles in Fig. 5 have the same effi-
ciency as the Carnot cycle illustrated, but both require higher
maximum temperatures. They are of interest because on a P-V
plane, the isothermal energy addition of the Carnot cycle leads to
an unattractively low mep. This is apparent from the limited en-
closed area of the Carnot P-V diagram in Fig. 5. TSPS improves
slightly on that mep while decreasing peak pressure. TSVS offers
a little greater mep, but at the expense of a higher peak pressure
than TSPS.

Treating the other isentropically terminated cycles—TPTS,
TVTS, TPVS, and TVPS—by the same procedure, it is found that
they can be closed on a P-V plane only if V2 , the volume at the
end of the initial isothermal compression, is less than V4 , the
volume at the beginning of the final isentropic expansion. It can
be shown that for this condition to exist, V1 /V2 , the volume ratio
of the initial isothermal compression, must be greater than the
following function of the ratio of specific heats ��� and the cycle
temperature ratio: (Tmax /Tmin)

1/(��1). Even at that, none of the
T--S cycles is particularly attractive because the convergence of

the T and S paths at maximum volume V1 forces a rather limited
enclosed work area on the P-V plane, as previously noted for the
Carnot P-V diagram of Fig. 5.

To compare the efficiency of the Carnot cycle to two offering
greater work areas, two different Carnot cycles, viz., 1 – a – b – 2
and 1 – c – d – e , are compared in Fig. 6 to cycle 1–2–3–4, which
may represent either an Otto �SVSV� or a Brayton/Joule �SPSP�
cycle. It makes no difference which, for in terms of the volume
ratio of the initiating process, each has the same air-standard ef-
ficiency. Note that, as in earlier comparisons, the energy additions
for all cycles of Fig. 6 are equal. The efficiency of the Otto cycle
(�O) is widely recognized as a function of its compression ratio,
V1 /V2 , and is expressed �7� as

�O�1�� V2

V1
� ��1

�1�
T1

T2
(3)

Not only is this equation appropriate for both the Otto and the
Brayton cycles, but it also fits the Carnot cycle if T1 is its mini-
mum temperature and T2 is its maximum temperature.

With that information in hand, reference to Fig. 6 indicates that
Carnot cycle 1 – a – b – 2 has the same efficiency as the Otto �or
Brayton/Joule� cycle illustrated because its Tmin /Tmax is the same
as T1 /T2 for the non-Carnot cycle. Of course, this particular Car-
not cycle achieves that efficiency with a much lower peak tem-
perature. At the same time, Carnot cycle 1 – c – d – e , drawn to
have the same maximum temperature as cycle 1–2–3–4, has a
higher efficiency because of its lesser energy rejection. Thus the
efficiency of a Carnot cycle can vary over a wide range, compared
to an Otto �or Brayton/Joule� cycle with the same energy input. It
can certainly exceed the efficiency of those isentropically initiated
cycles, depending on temperature limits chosen for the Carnot
cycle.

Fig. 4 Comparing isentrope- and isochore-initiated cycles
Fig. 5 Comparing Carnot „1–2–3–4… to two other isotherm-
initiated cycles

Fig. 6 Comparing Otto „1–2–3–4… to two Carnot cycles
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�S1�
Tx

Tw
�S2 (4)

Now the closing isochore, g–a, is extended down to point h,
and Tz is defined as average of Tb and Th. Because paths h–b,
a–e, d–c and g–f are all isentropes between the same pair of
isochores, it follows that

Tx

Tw
�

Ty

Tz
(5)

Ta�S1�Ty�S2�Ta

Tx

Tw
�S2�Tz

Tx

Tw
�S2�0 (6)

Thus cycle TVSV rejects more energy than cycle SVSV, making
the isothermally initiated cycle less efficient than the correspond-
ing cycle initiated isentropically.

The dotted line at the bottom of Fig. 7 is the atmospheric isobar.
Suppose that both cycles were closed with this isobar rather than
isochores g–a and d–a, respectively. This leads to SVSP �path
aefj�, previously cited for its superior efficiency, and the corre-
sponding TVSP �path abck�. Applying the methodology of Eq. �6�
to this new pair of cycles, TVSP falls even further behind SVSP in
efficiency. This leads to the conclusion that for the boundary con-
ditions imposed, cycle SVSP �Atkinson� is the most efficient of
the 256 original combinations, provided isothermally initiated
cycles that are closed isentropically �like the Carnot cycle� are
rejected on grounds of inadequate work area on the P-V plane,

i.e., unacceptably low mep. In line with previous findings, how-
ever, if maximum cycle pressure is a limiting factor, cycle SPSP
�Brayton, or Joule� has the highest efficiency.

Practical Limitations
Although isothermally initiated cycles are of thermodynamic

interest, in practice their implementation is problematic. The en-
ergy transfer from the working gas that would be needed to main-
tain isothermal compression depends on the transfer area, the tem-
perature difference between the gas and its confining walls, and
the time available for transfer. During compression in a recipro-
cating engine, the energy-transfer area is determined by cylinder
dimensions, which are normally based on considerations other
than energy transfer. Because the confining walls are exposed to
combustion gases and are influenced by a coolant temperature
above ambient, early during compression, energy is actually trans-
ferred into the working gas rather than from it. When a favorable
temperature difference for energy rejection can exist late during
the compression process, high engine speed limits the time avail-
able for energy rejection. Consequently, attention is appropriately
directed to cycles initiated isentropically.

If SVSP is the most efficient of those cycles, it is logical to
question why it is not now broadly accepted in practice. The rea-
son is illustrated in the pressure-volume diagrams of Fig. 8, where
path a–b–c–e traces the Atkinson �SVSP� cycle and path a–b–
c–d traces the familiar Otto �SVSV� cycle. For the Atkinson cycle
illustrated, the compression ratio (Va /Vb) is arbitrarily chosen as
10. Then using the cycle analysis methodology of Stone �7�, for a
stoichiometric mixture of gasoline the expansion ratio (Ve /Vc)
required to expand the gas isentropically from its peak pressure at
c back down to initial pressure (pa�pe) is 35. For the Otto cycle,
the compression and expansion ratios are both 10. The large cyl-
inder displacement required for SVSP increases the cycle effi-
ciency by 18%, from 0.602 for the Otto cycle to 0.708 for the
Atkinson cycle.

The mep of the cycles depicted in Fig. 8 is given by

p̄�
�Qf��Rc�1 �

�A/F��Re�1 �
. (7)

where p̄�mean effective pressure, Qf�Fuel heating value,
��Intake manifold density, A/F�gravimetric air/fuel ratio,
Rc�compression ratio, and Re�Expansion ratio.

Holding heating value, intake density, and A/F constant, and
using valucs of the other parameters fitting Fig. 8, the 18% im-
provement in efficiency of the Atkinson cycle over the Otto comes
at the expense of a 69% reduction in mep.

For a four-stroke engine, power �P� is given by

P�
p̄Up	nB2

4
(8)

Fig. 7 Comparing isotherm- and isentrope-initiated cycles
Fig. 8 Comparing Atkinson „SVSP… and Otto „SVSV… cycles
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where p̄�mean effective pressure, Up�mean piston speed,
n�number of cylinders, and B�cylinder bore.

In practice, consideration of both the pressure loss in the intake
system and mechanical friction restrict maximum mean piston
speed to a comparatively narrow range. If mean piston speed is
held constant, along with bore, the power loss associated with the
approximately 2/3 reduction in mean effective pressure in the At-
kinson engine can be compensated by tripling the number of
same-size cylinders. The consequent effects on engine size,
weight, and cost are obvious.

Alternatively, holding mean piston speed and bore/stroke ratio
constant, the same number of cylinders can be retained if their
bores are increased in this example by about 80%. With the stroke
similarly increased to maintain bore/stroke ratio, this calls for an
80% longer stroke. Then to maintain mean piston speed, a slower
engine rotational speed is required. Again, the overall size and
weight of the engine increase.

For these and other reasons, the Atkinson cycle is not a popular
choice, despite its efficiency advantage. A compromise between
the Otto and Atkinson cycles is commonly effected in which the
expansion ratio exceeds the compression ratio, but not by enough
to expand the cylinder contents all the way down to the initial
pressure. This is accomplished simply by closing the intake valve
late during the compression stroke. The resulting SVSVP cycle,
comprised of five processes, falls beyond the bounds of this study.
Variable intake-valve timing may be used to combine the respec-
tive advantages of the Otto and Atkinson cycles beneficially as
load is varied �8�.

Summary and Conclusions
Employing air-standard cycle analysis, 256 combinations of re-

versible thermodynamic processes have been surveyed qualita-
tively to identify engine cycles with constant energy input per unit
mass of working gas that offer the greatest thermal-efficiency po-
tential. Only nonregenerative, naturally aspirated cycles com-
prised of no more than four reversible processes were considered.

1. For a fixed compression ratio, the SVSP �Atkinson� cycle
promises the highest efficiency. However, it suffers from low
mean effective pressure.

2. For a fixed peak cycle pressure, the SPSP �Brayton, or Joule�
cycle promises the highest efficiency. However, it suffers
from low mean effective pressure.

3. If some efficiency is traded off to avoid unreasonably low
mean effective pressure, then at fixed compression ratio, the
SVSV �Otto� cycle is the appropriate choice.

4. If some efficiency is traded off to avoid unreasonably low
mean effective pressure, then at fixed peak cycle pressure,
the SPSV �Diesel� cycle is the appropriate choice.

5. Isothermally initiated cycles, of which the Carnot is the most
widely recognized example, are thermodynamically interest-
ing but considered unattractive for a reciprocating internal-
combustion engine because of the practical problem of ef-
fecting isothermal compression, and among the most
efficient versions, because of their low mean effective pres-
sures.

6. A cycle comprised of more than four thermodynamic pro-
cesses offers greater flexibility in trading off cycle efficiency
for mean effective pressure. Such cycles are beyond the
scope of this study. Variable intake-valve timing may be
used to combine the respective advantages of the Otto and
Atkinson cycles as load is varied.
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Influence of Pulsating Flow on
Close-Coupled Catalyst
Performance
Close coupling of automotive three-way catalytic converters is becoming a common
practice in order to reduce pollutant emissions during cold start. In such applications, the
exhaust gas mass flow may fluctuate, as a function of crankshaft angle. A simplified
one-dimensional channel model is developed, assuming that pollutant conversion in the
catalyst is mass transfer limited. This model is applied to evaluate the effect of pulsations
in catalyst performance, and assess the accuracy of the “quasi-steady state” approach
usually involved in three-way catalytic converter models, when applied to simulate con-
verters under pulsating flow. �DOI: 10.1115/1.1924402�

1 Introduction
Close-coupled catalytic converters, i.e., catalytic converters

placed very close to the engine, are becoming a commonly ap-
plied solution by the manufacturers, in order to reduce pollutant
emissions during the cold start phase. A close-coupled catalytic
converter is exposed to higher exhaust gas temperatures, and as a
result, may reach light-off temperatures as quickly as 15 s after
engine start, even at idle conditions �1�. Due to the very small pipe
length between the exhaust ports and the converter inlet, the ex-
haust gas mass flow entering a close-coupled catalyst is not ex-
pected to be constant for a given engine operating point, but it is
expected to present fluctuations as a function of the crankshaft
angle. The pattern and intensity of these pulsations is not easy to
characterize, as they strongly depend on the design and opera-
tional characteristics of each engine and exhaust system. Such
pulsations are not likely to be encountered in traditional under-
floor converters, due to the dampening effect exerted by the long
exhaust pipes between the engine and the converter.

The nature of such pulsations has been previously studied in the
literature. Zhao et al. �2� conducted an experimental study which
demonstrated the pulsating nature of the flow at the inlet of an
underfloor converter, and characterized the pulsation patterns at
various engine speeds and loads. Computational fluid dynamics
�CFD� techniques have also been extensively applied to study the
pulsating flow phenomena. Such techniques are often combined
with engine modeling methodologies. Berkman and Katari �3�
have recently performed CFD simulations of a close coupled con-
verter and have demonstrated that both exhaust gas velocity and
flow uniformity at the monolith inlet present significant fluctua-
tions during a full exhaust cycle �720 deg crankshaft angle�. Their
results imply that the exhaust gas velocity may reach peak values,
which are four times higher than the “cycle average” velocity at
certain instances and at certain locations of the monolith inlet
face. This is also in agreement with the study of Badami et al. �4�,
who performed CFD simulations to compare the transient with the
cycle-averaged flow phenomena in a close-coupled converter.
Yoshizawa et al. �5� also performed CFD simulations of a close-
coupled catalyst and observed local peaks of inlet velocity about
three times higher than the average value during a full cycle
�720 deg crankshaft angle�. They also demonstrated the existence
of pulsations by experimental data �pressure measurement using a

piezoelectric sensor and flow visualization�. Both the above stud-
ies agree that pulsation phenomena are significantly less severe in
underfloor converters. Benjamin and Roberts �6� studied the effect
of flow pulsation in the warm-up of a catalytic converter under
nonreacting conditions using a single channel CFD model. They
demonstrated that pulsation frequency plays a very small role in
monolith warm-up, while pulsations with amplitude set to 90% of
the mean value may result in locally lower monolith temperatures
by up to 10 K. The same authors in a more recent study investi-
gated the effect of flow pulsations on local velocity maldistribu-
tion using an experimental test rig, and compared their results
with CFD simulations �7�.

From the technical point of view, it is interesting to assess the
impact of such pulsations on pollutant conversion efficiency. The
increased mass flow rate during a pulse may result in lower pol-
lutant conversion, due to limitations in the mass transfer from the
gas phase to the channel walls. From the catalyst modeling point
of view, pulsating flow poses an interesting challenge to transient
models employing the quasi-steady state approach �e.g. �8,9��.
The latter approach assumes that the residence time of the exhaust
gas inside the converter is much smaller than the rate at which the
monolith inlet conditions �exhaust gas temperature, mass flow,
and concentration� change. Indeed, the changes in cycle-averaged
exhaust gas mass flow rate during transient operating conditions is
in the order of a few seconds, while the typical residence time
inside the monolith is less than 0.1 s. This approach is sufficient in
the case of underfloor catalytic converters, where the flow pulsa-
tions are dampened. It is also computationally more efficient, as it
allows the use of longer time steps �about 0.1 s� thus resulting in
low computational times. However, this assumption may be far
from reality in the case of pulsating flow calculations, where the
mass flow rate may fluctuate with a time scale ranging from
20 to 150 ms.

The aim of this study is twofold; first, to assess the effect of
pulsations on pollutant conversion in a typical close coupled cata-
lyst under a wide range of operating conditions. Second, to assess
the accuracy of the quasi-steady state approach, when applied to
simulate close coupled converters exposed to pulsating flow. A
simplified one-dimensional �1D� model of the mass transfer in the
monolith channels is developed and applied to simulate the pul-
sating flow entering a close-coupled catalyst.

2 Simulation Model

2.1 Model Description Assumptions. The pollutant conver-
sion efficiency of a catalytic converter is controlled by chemical
reaction kinetics at low temperatures �below 500 K�, by gas dif-
fusion in the catalyst pores at medium temperatures �500–650 K�
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and by bulk mass transfer at higher temperatures �above 650 K�
�10�. The main difference between treating constant flow prob-
lems and pulsating flow problems is that in pulsating flow prob-
lems, the increased flow velocity during a pulse may result in
decreased pollutant conversion, due to mass transfer limitations,
even if the cycle-average velocity is the same as in a constant flow
case. Therefore, a model of the mass transfer phenomena inside a
monolith channel would allow assessing the possible decline in
pollutant conversion due to the increased velocity involved in pul-
sating flows.

The main tool used to examine the behavior of a catalytic con-
verter is a simplified 1D channel model. This model assumes that
pollutant conversion efficiency depends only on the mass transfer
phenomena in the gas phase. The main assumptions compared to a
quasi-steady state heat and mass transfer and chemical reactions
model previously presented �8� are listed below:

• The pollutant concentration at the wall-gas interface is con-
sidered to be very small compared to the gas phase concen-
tration. Thus, the conversion depends only on the mass
transfer in the gas phase.

• The channel is treated as isothermal, i.e., no heat transfer is
considered between the solid and gas phase, and no gas
temperature oscillations are assumed at catalyst inlet.

• Partially active converters can be simulated by assuming
that they consist of an active �front� part and an inactive
�rear� part. In the active part, conversion is given by Eq. �2�,
while in the inactive part conversion is assumed to be zero.

• The Sherwood number is considered constant along the
channel, i.e., no entrance effects are accounted for.

• Only one species is considered, namely hydrocarbons
�HCs�, which are known to have the lowest diffusivity
among the pollutants encountered in gasoline engine ex-
haust gas.

Taking into account the above assumptions, the simplified diffu-
sion limited model gives realistic results for moderate and high
temperatures �above 700 K�. Figure 1 presents the comparison
between the HC conversion efficiency predicted by the simplified
mass transfer limited model, and the one predicted by the model
presented in Ref. �8�, which accounts for both mass transfer and
chemical reactions. The results suggest that the conversion effi-
ciency predicted by the two models is practically the same above
750 K.

2.2 Model Equations. The fundamental differential equation
describing the species balance in the channel is �11�

�
�c�x,t�

�t
+ v

�c�x,t�
�x

= − k · S · �c − cs� . �1�

In this equation, k is the mass transfer coefficient, and S is the
specific surface area of the channel �m2/m3�.

Based on the assumption of diffusion limited operation, the
term cs which refers to the pollutant concentration at the gas-solid
interface, is equal to zero.

The calculation of the concentrations field along the channel
during a fully transient problem is performed by solving Eq. �1�
using the one-step Lax–Wendroff method �12�. Each time march-
ing comprises the solution of the concentrations field for each
node. Equation �1� can be solved to calculate the pollutant con-
centration at the node i, in the time step n+1

ci
n+1 = ci−1

n −
dt · vn

dx
ci

n − dt · k · S · ci
n. �2�

The channel is discretized by approximately 800 axial nodes, de-
pending on the length of the simulated monolith. The relatively
high value of the space step was necessary to obtain grid-
independent results for all patterns of pulsating flow, due to the
highly transient conditions assumed. For a given space step, the
duration of each time step satisfies the stability criteria derived by
the Von Neumann analysis

�
�

dt
cosh�k · dx� −

v
dx

sinh�k · dx�

�

dt
+ k � � 1. �3�

In all previously published models, the first term of the left-hand
side of Eq. �1� is neglected, assuming quasi-steady state condi-
tions, in this case, Eq. �1� reduces to

v
�c�x,t�

�x
= k · S · �c − cs� , �4�

where again the term cs is equal to zero in the diffusion controlled
problem. Equation �4� can be easily solved analytically, and gives

ci
n = ci−1

n · e−dx·k·S. �5�

The main difference between the above fully transient approach,
and the commonly applied quasi-steady state approach, is that in
the fully transient model, each differential flow element may
change its velocity during its travel inside the channel, according
to the flow pulsations.

A typical execution time for the fully transient simulation of
one cycle �720 deg crank angle� is in the order of 0.5–1 s for a
2.4 GHz PC, depending on the catalytic converter dimensions. On
the other hand, with the quasi-steady state approach, grid indepen-
dent results may be obtained even using much higher space steps
in the simulation. Therefore, a similar quasi-steady state simula-
tion would require 3–6 times less computation time. Using the
steady state approach, i.e., assuming constant mass flow, equal to
the cycle average, further reductions in computation time may be
obtained; similar 1D simulations may performed at least one order
of magnitude faster.

2.3 Boundary Conditions. In this paper we are dealing with
the effects of exhaust gas pulsations in terms of mass flow rate
fluctuations during an engine cycle. The oscillating character of
temperature and pressure at catalyst inlet are not considered.
Therefore, the mass flow rate should be given as function of crank
angle as a boundary condition to our problem. This information
can be conveniently provided from widely used thermodynamic
engine models, which take into account the exhaust system geom-
etry, including the catalytic converter �13�.

For the purpose of our exploratory study, we will use as bound-

Fig. 1 Comparison between HC conversion predicted by the
simplified mass transfer limited model and the one predicted
by the full model, including mass diffusion and chemical
reactions
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ary condition various artificial mass flow rate patterns, which con-
sist of two phases. These patterns involve a constant mass flow
during the 3/4 of the exhaust cycle, and a “pulse phase” which
lasts for 1 /4 of the exhaust cycle. The amount of exhaust mass
emitted in the pulse phase compared to the total exhaust flow
during the engine cycle is a parameter for our problem. This arti-
ficial flow condition is a simplification for the case of a four-
cylinder, four-stroke engine with a close coupled catalyst and a 4
in 1 manifold geometry. Nevertheless, this simplification is useful
to better quantify our results as regards pulsating flow effects.

Figure 2 presents the mass flow rate as a function of crank
angle for two cases; in the first one �indicated as 50%�, half of the
exhaust gas mass flows during the pulse phase, and the other half
is divided to the rest 3 /4 of the cycle. In the second case, �indi-
cated as 100%�, the entire mass flows through the catalyst during
the pulse phase. The latter case corresponds to a close coupled
catalyst with a cone connected to the exhaust ports by four pipes.
The cylinders are considered to fire consecutively, and during
each firing the flow is directed to an area equal to 1/4 of the
monolith frontal area.

The hypothetical engine considered here is a 2 l four-cylinder
engine, which operates from 1000 to 6000 rpm, with volumetric
efficiencies ranging from 0.2 to 1. The close-coupled converter
simulated here has a volume of 0.825 ���, which was selected as
approximately half of the engine displacement, which could be
considered typical for a preconverter. Since the model results are
basically a function of the space velocity, the results can be di-
rectly generalized for any other engine displacement, with the
corresponding catalyst volume. The monolith considered had a
cell density of 400 cpsi �62 cells/cm2� and an open frontal area
equal to 76%. The monolith diameter is 0.1 m.

With the given monolith geometry, and the pulsation pattern
presented in Fig. 2, we may easily calculate the peak velocities at
the monolith inlet face. For a mass flow rate of 0.02 �kg/s�, the
cycle averaged velocity at the monolith inlet is 5.78 �m/s�. The
peak velocity during the pulse phase varies from 11.67, in the case
where half of the exhaust gas mass flows during the pulse phase
�indicated as 50%�, to 23.34 �m/s�, in the case where the entire
mass flows through the catalyst during the pulse phase �indicated
as 100%�.

In real world applications, peak gas velocities may be even
higher, because of two reasons: First, due to the local velocity
distribution at the monolith inlet face; the shape of the piping and

diffuser is known to cause local velocity peaks at the monolith
inlet face. Second, due to the temporal velocity profiles which are
observed during the exhaust stroke; in reality, the pulses are usu-
ally not square shaped, but velocity peaks are observed right after
the exhaust valve opening �13�. The nature of these local and
temporal velocity peaks depends strongly on the engine operation
and the design of the exhaust system, and can be studied using
engine modeling techniques. In the framework of this preliminary
study, the simplified square pulse pattern serves a more universal
quantification of the effect of flow pulsations.

The space velocity inside the catalytic converter is a critical
factor when evaluating the effects of pulsating flows, since it has
a direct effect on the residence time of the gas inside the catalytic
converter. In the present study, different values of space velocity
are obtained by modifying the “active length” of the catalytic
converter; thus, we assume that only a part of the catalyst volume
is working at mass transfer limiting conditions, whereas the rest is
totally inactive �14�. This may also be considered as a rough ap-
proximation of catalyst operation during the first seconds after
cold start, where the first part of the catalyst is warmed up faster
compared to its rear part therefore the catalyst is partially active
�15�. However, in order to examine the effect of pulsations during
the cold start phase in more detail, one should also consider the
reaction kinetics, and their effect on pollutant conversion, since a
significant part of the monolith is operating at temperatures near
the light-off temperature. These effects are examined in more de-
tail in another research work �16�.

The boundary condition for the assumed constant species con-
centration at the channel inlet is

c1
n = cin. �6�

The initial concentration field inside the channel is supposed to
correspond to ambient conditions, where pollutant concentrations
are considered equal to zero

ci
1 = 0. �7�

The temperature used for the gas thermophysical properties is
800 K and the HC concentration in the exhaust gas is 3000 ppm
C1.

3 Results and Discussion

3.1 Pulsating Flow Simulation. The previously described
scenario is simulated using the quasi-steady and the fully transient
approach. The HC emissions as a function of crankshaft angle are
examined below. The pulsation pattern used is the one previously
designated as “50%.” Two different active volumes were exam-
ined, in order to clearly illustrate the effect of increased flow
velocity �decreased gas residence time in the converter�.

Figure 3 presents the simulated HC emissions during three con-
secutive exhaust cycles. Both the quasi-steady state and the “fully
transient” approach results are included. As a result, in case �a�,
which corresponds to a converter with a small active volume, the
HC concentration rises slowly after the pulse begins, and reaches
the quasi-steady state value after a short time interval. This time
interval is equal to the gas residence time in the active part of the
channel, when the gas is moving with the high mass flow rate. The
slow rise is due to the fact that each “flow element” which is
found inside the channel at the moment the pulse begins has a
different residence time, according to its position when the pulse
begins. After the pulse ends, again HC concentration drops slowly,
to reach the quasi-steady state value which corresponds to the
lower mass flow rate, after a time interval which is equal to the
residence time of the gas moving at the low velocity.

On the other hand, the changes in quasi-steady state concentra-
tion results are exactly synchronized with the changes in mass
flow rate. Since the cumulative emissions are calculated based on
the instantaneous concentration and mass flow rate, the two simu-
lation methods may give significantly different cumulative emis-
sions. This will be further examined and quantified in the next

Fig. 2 Mass flow variation during an exhaust cycle for two
pulsation patterns examined. The percentage denotes the per-
centage of exhaust gas mass emitted during the pulse phase.
Average mass flow ṁ=0.02 kg/s, 1000 rpm.
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section. Case �b� corresponds to a converter where the entire
channel length is active. Therefore the residence times are longer,
and the pollutant outlet concentrations are naturally lower. In this
case, it is observed that after the pulse begins, the HC concentra-
tion rises �as mentioned before� however, the pulse ends before
the quasi-steady state concentration is reached. This implies that
the duration of the pulse is shorter than the residence time of the
gas flowing with the high mass flow rate. After the pulse ends, the
concentration remains constant for some time. This concentration
corresponds to flow elements which have entered the channel dur-
ing the low mass flow rate phase, and are exiting the channel
during the next low mass flow rate phase, i.e., which have been
inside the channel during the entire pulse duration. In this case,
the difference between the quasi-steady state modeling approach
and the fully transient modeling approach is even more pro-
nounced.

3.2 Effect of Simulation Method. As previously described,
the fully transient approach for simulation of the pulsating flow
may give significantly different results than the quasi-steady state
approach, due to the fact that the mass flow, hence exhaust gas
velocity, may change during the travel time of each exhaust gas
flow element inside the monolith channel. As a result, each flow
element may change its speed while moving inside the channel.

An interesting magnitude for quantifying the frequency at which
the mass flow changes is the Pulsation Index, defined as the ratio
of the gas mean residence time, divided by the pulse duration

PI =
mean residence time

pulse duration
=

L

vaverage

�tpulse
. �8�

At very small values of PI �PI�1�, the results obtained by the
quasi-steady state approach are expected to be similar with those
of the fully transient approach. At higher PI values, the quasi-
steady state approach will not necessarily be sufficient, since the
main assumption of this approach is that the pulse travel time is
very small compared to the inlet conditions fluctuation period.

Figure 4 illustrates the range of PI values which can be encoun-
tered for the engine and catalyst configuration described in Sec.
2.3. The ratio of the catalyst active volume/engine displacement is
modified by modifying the active channel length, in order to simu-
late catalytic converters in the warm-up phase. The value of the PI
is directly proportional to the active channel length, because in-
creasing channel length increases the residence time, and also
inversely proportional to the engine volumetric efficiency, because
higher volumetric efficiencies are associated with higher gas mass
flow, hence higher gas velocity. Engine speed does not affect this
diagram, as increasing engine speed decreases both the numerator
�gas travel time� and the denominator �pulse duration� of the PI
fraction by the same percentage.

The catalytic converter previously described was simulated by
varying its active length, in order to simulate different instances
during the light-off phase. The simulation was performed at three
different engine speeds �1000, 4000, and 6000 rpm�. Three differ-
ent modeling approaches have been examined: a steady state ap-
proach, where the mass flow rate is constant and equal to the
average mass flow rate, the quasi-steady state approach described
previously, and the fully transient approach. Figure 5 presents the
total conversion efficiency over a full exhaust cycle for these con-
ditions. The simulations presented in this figure were performed
with a volumetric efficiency approximately 0.2. The steady state
approach always predicts higher efficiencies than the pulsating
approaches. This indicates that pulsations have a detrimental ef-
fect on catalyst performance. It is worth mentioning that all the
approaches converge in regions of low catalyst efficiency. The
efficiency predicted by the quasi-steady state approach is very
close to the one predicted by the fully transient approach at
1000 rpm, which is the most interesting engine speed for the cata-
lytic converter warm-up. At higher mass flow rates the efficiency
naturally drops, due to the higher gas velocity, which results in
increased mass transfer limitations. The fully transient approach
presents little deviation from the quasi-steady state approach for
low PI values, however this deviation increases for higher PI val-
ues, reaching a maximum of about 5–7 percentage units. This
could be expected based on the results presented in Sec. 3.1.

Using higher volumetric efficiencies does not affect the shape
of the curves but limits the maximum values of PI that the curves
would reach, i.e., the simulation results for �v=0.4 would consist
of the left half of the curves presented in Fig. 5. This implies, that
for higher volumetric efficiencies, the deviation between the
quasi-steady and fully transient approach is less important. The
same applies to the effect of pulsating flow, compared to nonpul-
sating.

3.3 Effect of Pulsation Pattern. As mentioned earlier, the
shape of the pulses depends strongly on the engine and exhaust
design and operational characteristics. The aim of this section is to
examine the effect of the maximum pulse velocity during square
shaped pulses, on the conversion efficiency over an exhaust cycle.
The simulation is performed at 4000 rpm, using varying active
catalyst length, as in the previous simulations, and the results are
presented in Fig. 6. The variation of the catalyst length results in
variation of the space velocity in the active part of the catalyst.

Fig. 3 Simulated HC conversion during a series of three ex-
haust cycles, assuming quasi-steady state simulation of pul-
sating flow and transient simulation of pulsating flow. „a… Ac-
tive volume ratio AV=0.12. „b… AV=0.41. 4000 rpm, �=0.23.
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The cycle averaged space velocity is included in the plot. Peak
space velocities, during the pulse phase, are expected to be 2–4
times higher, depending on the percentage of the exhaust gas mass
emitted during the pulse phase. The latter was modified from 50%
to 100%. Figure 6�a� presents the efficiency predicted by the fully
transient approach, compared to the steady state efficiency. The
plot indicates that increasing the maximum pulse velocity de-

creases almost proportionally the conversion efficiency. The de-
viation between the steady state and fully transient conversion in
the case of the most “intense” pulses is in the order of 20 percent-
age units. On the other hand, Fig. 6�b� indicates that the decline
predicted by the quasi-steady state approach gradually becomes
more severe as the maximum pulse velocity increases. This im-
plies that the quasi-steady state approach tends to somehow over-

Fig. 4 Pulsation Index „PI… dependence from active catalyst volume and engine volumetric
efficiency

Fig. 5 HC conversion efficiency during an exhaust cycle as a function of Pulsation Index;
effect of engine speed and simulation method. Fifty percent of the exhaust gas mass emitted
during the pulse phase.
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estimate the negative effect of pulsations on conversion efficiency.
The comparison between Figs. 6�a� and 6�b� shows that the de-
viation between the quasi-steady state approach and the fully tran-
sient approach also increases with increasing pulse velocity,
reaching a maximum of approximately 20 percentage units in the
case of the highest pulse velocity. It also suggests that the devia-
tion between the two approaches increases with increasing gas
residence time in the channel. This is justified based on the results
presented in Fig. 3.

The above results indicate that the quasi-steady state approach
might be applicable in the simulation of pulsating flows, with a
penalty in the accuracy of the order of 2–7%, in the case of pulses
with moderate intensity �pulse velocity up to twice the average

velocity�. However, in the case of more intense pulsation, this
deviation might exceed 20%, which makes the quasi-steady state
approach inappropriate. Moreover, pulsating flows may result in
significantly different results than nonpulsating flows, when the
maximum pulse velocity is high. Therefore, the applicability of
the steady state approach, which is also computationally more
time efficient, depends on the ratio of the maximum pulse velocity
to average velocity over an exhaust cycle.

4 Conclusions
Flow pulsations are present in many close-coupled catalytic

converter applications. The performance of a catalytic converter

Fig. 6 HC conversion efficiency during an exhaust cycle as a function of Pulsation Index;
effect of maximum pulse velocity „a… on fully transient conversion, „b… on quasi-steady state
conversion. 4000 rpm. The percentage denotes the percentage of exhaust gas mass emitted
during the pulse phase. The peak velocity at the monolith inlet face during the pulsation is also
included.
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under pulsating flow can be different from its performance under
steady state flow, due to the mass transfer limitation associated
with the increased velocity in the pulse phase. In order to assess
the impact of pulsations on close-coupled catalyst performance,
the fully transient 1D channel problem was solved for some ex-
tremely transient operation modes. The main model assumption is
that the pollutant conversion depends only on the mass transfer in
the gas phase.

The model has been applied to simulate pulsating flows with
square shaped pulses of various intensities, at various engine op-
erating points. The instantaneous pollutant emissions of a catalytic
converter operating under pulsating flow were shown to depend
on the gas residence time inside the channel, and the pulse dura-
tion. As a result, the quasi-steady state approach used by many
mathematical models of three-way catalytic converters may give
different results from the fully transient approach, in the case of
extreme transients, which can be met in close-coupled applica-
tions.

A parametric analysis has been performed to assess the effect of
engine operating point, catalyst active length, and pulsation pat-
tern on close-coupled catalyst performance under pulsating flow.
The catalyst active length �which is directly linked to the gas
residence time� has an interesting effect on performance under
pulsating flow. Both for very low and for very high values of the
residence time, the effect of pulsations is negligible. For residence
time values found near the middle of the expected range, the
pulsating flow conversion presents a deviation from steady state
conversion. The magnitude of this deviation depends significantly
on pulsation pattern. The latter appears to be a very critical pa-
rameter when evaluating the effect of pulsating flow on catalyst
performance. In this study, square pulses with various amplitudes
�peak velocities� have been examined. The influence of pulsating
flow starts to become important when the maximum pulse veloc-
ity is more than two times higher than the average velocity. For
lower peak velocity values, the influence of pulsations on pollut-
ant conversion is less than 4%, and the accuracy of the steady
state approach is expected to be sufficient. At higher peak veloci-
ties, flow pulsations have a detrimental effect on pollutant conver-
sion.

This parametric analysis has also served as a means to evaluate
the deviation between the catalyst efficiency predicted by the
quasi-steady state approach, and that predicted by the fully tran-
sient approach, in a wide range of operating conditions. It appears
that the quasi-steady state approach tends to overestimate the det-
rimental effect of pulsations, and predict lower conversion effi-
ciency than the fully transient approach. This deviation becomes
more significant as engine speed and maximum pulse velocity
increases. The maximum deviation between quasi-steady state and
fully transient approach observed in this series of simulations is in
the order of 20 percentage units, in terms of conversion efficiency.

As mentioned earlier, the exact shape and intensity of the pul-
sations depends on the engine and exhaust design and operational
characteristics. A more detailed investigation on this topic could
involve using mass flow rate data from engine models as input to
the simplified channel model. This could be the subject of future
work.

Nomenclature
AV � active volume ratio
AV � active catalyst volume/engine displacement

c � molecular concentration
dt � time step �m�
dx � space step �m�

i � Axial node indicator
k � mass transfer coefficient �m/s�
L � channel length �m�
ṁ � mass flow rate �kg/s�
� � conversion efficiency

PI � Pulsation Index
S � channel specific surface area �m2/m3�
v � exhaust gas velocity inside the channel �m/s�
� � monolith void fraction

�V � engine volumetric efficiency
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Modeling of MEMS-Type Rankine
Cycle Machines
Preliminary design and performance calculations for a silicon-based micro Rankine ma-
chine are discussed. The designs considered draw heat from a high temperature air
stream with inlet temperatures between 770 and 1000 K and reject heat to an ambient air
stream at 300 K. Most of the designs have a typical footprint of 6 cm2. Water and
benzene are considered as working fluids. Effects of the limits of heat exchanger and
turbomachinery performance are analyzed and discussed. The designs of two types of
heat exchangers (hole type and fin type) are described in detail. Their respective perfor-
mances are compared. The calculations indicate that a machine with a 6 cm2 footprint
area is capable of delivering in excess of 40 W of shaft power.
�DOI: 10.1115/1.1924400�

Introduction
In the past few decades, small-scale battery-powered electronic

devices such as computers, handheld global positioning receivers,
and mobile phones have been successfully marketed. The length
of time that these devices can be operated between battery charg-
ings is an important market feature and has driven the develop-
ment of commercial high energy density batteries. The use of
electronics in the military has also mushroomed in the past decade
with a concomitant need for a long-life portable power source.
Microscale power generators using a high energy density
hydrocarbon-based fuel show promise for fulfilling the need for a
long-life portable power source.

Using Microelectromechanical System �MEMS� technologies,
the MIT microengine group has been developing centimeter-scale
power systems. The emphasis of the efforts has been on two
power systems, namely a micro gas turbine engine and a micro
rocket engine �1�. Due to the increasing influence of viscous ef-
fects, turbomachinery efficiencies are relatively low in the micro-
scale, typically between 30% and 70% �2�. Nevertheless, calcula-
tions show that these devices could produce power with a power
to weight ratio that is on the order of 100 times that of a conven-
tional gas turbine engine �2�.

Another strong candidate cycle for microscale power produc-
tion is the Rankine cycle. The major advantage of a Rankine cycle
over the Brayton cycle used in the gas turbine engine is that it can
deliver reasonable cycle efficiencies and useful power output de-
spite low turbomachinery efficiency. This fact alone makes the
Rankine cycle attractive for microscale power generation. Unfor-
tunately, because the working fluid of the Rankine cycle is not air,
as it is in the gas turbine, heat exchangers are needed to transfer
energy into and out of the working fluid. These heat exchangers
dictate both the size and the overall performance of the Rankine
machine.

There are many discussions of microscale components such as
heat exchanger designs �3–6� but there are few discussions of
Rankine-based machines on the microscale �7�. Here we analyze
potential Rankine machine designs based on the experience of the
MIT microengine group. The designs we have chosen to analyze
reflect the current capabilities of MEMS fabrication. Our intent
here is to establish a realistic base line for what might be the
expected performance from a microscale Rankine machine using
silicon-based MEMS technology.

The following sections introduce the theoretical approaches in

both the design of a stand-alone micro Rankine-based machine
and the design of a combined cycle machine �a combined micro
Rankine and micro gas turbine engine�. The layout and modeling
of the Rankine devices are outlined and the performance is opti-
mized based on current turbomachinery designs and fabrication
limits of silicon-based MEMS techniques. In most of the calcula-
tions in this work, steam �H2O� is the working fluid. The pros and
cons of using other working fluids in a Rankine machine are also
discussed.

Overview
A block diagram and a T-s diagram for the proposed micro

Rankine power cycle is shown in Fig. 1. The micro Rankine ma-
chine absorbs heat from a high temperature air stream that is
provided by a combustor or possibly a micro gas turbine topping
cycle.1 The waste heat is discharged to a low temperature ambient
air stream. The working fluid, presumably steam, flows through
the circuit in Fig. 1�a� denoted by the state points 1, 4, 5 and 7.
The high temperature heat exchanger �HTHEX� is fed hot gas
from a combustor or from the discharge stream of a micro gas
turbine engine. The HTHEX plays the role of a boiler and super-
heater in process 1–2 to 3–4 in Fig. 1�b�. The turbine extracts
work from the fluid in the �irreversible� process 4–5. The low
temperature heat exchanger �LTHEX� desuperheats and condenses
the working fluid in process 5–6–7. State 7 is assumed to be
saturated liquid throughout this work. The feed pump pumps the
liquid in state 7 up to high pressure in state 1.

The turbine drives three other devices: the feed pump, the
blower, and the generator, as indicated by the dotted line in Fig.
1�a�. The feed pump is necessary to close the Rankine cycle and
the generator converts the mechanical power to useful electricity.
The blower is used to force ambient air through the LTHEX to
condense the working fluid to state 7 and represents a parasitic
load on the cycle. Ideally, the heat transfer to the ambient air flow
through the LTHEX could be by natural convection but our pre-
liminary estimates show that a natural convection design results in
an unacceptably large LTHEX �which is more than 20 times larger
than a forced flow LTHEX of comparable performance�.

The air flow through the HTHEX is assumed to be forced by
the upstream combustor or gas-turbine engine. The HTHEX de-
signs considered here have low pressure drops and we presume
that the upstream devices are capable of driving the appropriate
flow through the HTHEX. Consequently, there is no penalty as-
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1We arrived at this somewhat arbitrary upper limit for the HTHEX pressure drop
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acceptable backpressure for a micro gas turbine engine.
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sessed against the Rankine engine for this loss other than the
requirement that the high temperature heat exchanger design must
have a pressure drop less than 5 kPa.

A schematic design for a Rankine-cycle prime mover is shown
in Fig. 2. The device consists of four parts. A module that provides
hot air to the Rankine machine indicated by a dashed box at the
top of the figure. This could be a microcombustor or a micro gas
turbine engine. The other three modules consist of the high tem-
perature heat exchanger module �HTHEX�, the feedpump/turbine/
blower module, and the low temperature heat exchanger module
�LTHEX�. An exploded view of the engine is shown in Fig. 3.

The feedpump/turbine/blower module contains all the turboma-
chinery for the Rankine machine. The electric generator, not
shown in Figs. 2 and 3, would be incorporated into this turboma-
chinery module. The blower draws cooling air from the ambient
and drives it through the LTHEX air channels as shown in these
figures. The turbomachinery module, HTHEX module, and the
LTHEX module are connected by connecting tubes that provide

thermal isolation as well as allowing the working fluid to be trans-
ferred from one module to another. A candidate material for the
connecting tubes is Kovar �8�.

The modular approach to the design of the micro Rankine en-
gine is driven by fabrication limits. All the parts of the engine are
assumed to be made using etched silicon wafers that are bonded
into a vertical stack to form the engine �as suggested by the ex-
ploded view, Fig. 3�. The structures on each of the wafers are
extruded two-dimensional structures. There are limits on how
many layers can be bonded to form a stack. �Currently, this limit
is about six layers. A six-wafer micro gas turbine has been fabri-
cated using direct wafer bonding �9,10�.� The modular approach
allows several multilayer stacks to be combined to form a com-
plete engine.

The connecting tubes also form thermal breaks between the
components. Large areas of contact between thin layers of ther-
mally conductive silicon are not conducive to good thermal isola-
tion. Patterned layers of glass �SiO2� can also be used to achieve

Fig. 1 A block diagram „a… and T-s diagram „b… for the proposed micro Rankine cycle

Fig. 2 A cross-sectional view of a first-cut design for a micro Rankine prime
mover. Driving mechanism for the blower is not shown.
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thermal isolation; however, due to the difference in thermal ex-
pansion coefficients between glass and silicon, large thermally
induced strains in the structure could render the engine inopera-
tive.

We have glossed over the fact that the mechanical coupling
between the turbine and the blower must be hermetic. This might
be achieved by using a magnetic coupling between the turbine and
blower rotors through a thin layer of silicon that seals between the
steam passages and the air passages. The specifics of this hermetic
coupling require further work and will not be discussed here.

Heat Exchangers
The performance of the heat exchangers contributes signifi-

cantly to the overall performance of a microscale Rankine ma-
chine. High performance in the LTHEX is particularly important
to achieving a high performance micro Rankine system. Two ba-
sic heat exchanger designs will be considered in this work. The
first we denote as a “fin-type” heat exchanger and the second as a
“hole-type” heat exchanger.

Figure 4 is an exploded view of the fin-type LTHEX design
assumed in this work. �The “fins” are the vertical walls of the air
heat transfer passages.� The design consists of three etched wafers
that are bonded together to form the heat exchanger. The middle
wafer �Wafer II� in the heat exchanger carries all the working fluid
�steam� heat transfer passages. Wafers I and III carry all the heat
transfer passages that are exposed to the air.

The steam vapor discharged by the turbine enters the LTHEX
through a hole in Wafer I and is distributed to the heat transfer
channels in Wafer II by large distribution channels etched in Wa-
fer II. There are fewer steam-side channels than air-side channels
in this heat exchanger. The low mass flow rate of the water �typi-
cally a tenth that of the hot air in this machine� allows reasonable
pressure drops with fewer passages. In addition, the high heat
transfer coefficient for two-phase flow also allows all the heat
transfer passages for the steam to be located on one wafer �versus
two for the air passages�.

The HTHEX, shown in Fig. 5, is designed as a counter-flow
heat exchanger. Unlike the LTHEX, the HTHEX is comprised of
only two silicon wafers: one for the hot air flow and the other for

Fig. 3 Exploded schematic view of the micro Rankine engine

Fig. 4 Exploded view of the LTHEX. Each wafer is individually etched. The wafers are then bonded together to form the heat
exchanger. A cover plate that ultimately bonds to and seals the passages of Wafer I is not shown. „Relative dimensions and
number of passages do not correspond to the modeled device.…
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the working fluid. In all the designs discussed here, the volumetric
flow rates on the air side of the HTHEX are lower than those in
the LTHEX which allows a reduction in the required number of
air-side wafers in the HTHEX.

The HTHEX is assumed to be both a boiler as well as a super-
heater. In the boiler part of the HTHEX the temperature is uniform
due to the presence of the two phases in the steam stream. In the
superheating part of the HTHEX passages there will be large tem-
perature gradients along the length of the passage and the high
thermal conductivity of the silicon walls will tend to thermally
short the heat exchange process. Consequently, the HTHEX will
either have to be constructed with extremely thin walls or as a
separate superheat heat exchanger module and boiler module to
mitigate this effect.

Figure 6 is an exploded schematic view of a two-wafer hole-
type heat exchanger. In this figure, the horizontal working fluid
channels pass between the vertical air holes. This heat exchanger
is a cross-flow type. The air flow is vertical through etched holes
in the silicon plate. The diameter of these holes is between 100
and 300 �m. It can be seen that the air holes are etched through
the whole thickness of the silicon wafer, and a heat exchanger
could have several bonded stacks with these holes aligned. Thus
the length of the holes is equal to the thickness of the wafer times
the number of the stacks.

The working fluid channels and air channels occupy separate
regions of the wafer. Heat transfer between the channels and the
air holes is by conduction through the solid �high thermal conduc-
tivity� silicon wafer. In a more ideal design, the air holes and
working fluid channels would be interspersed to minimize the
distance that the heat must be conducted in the heat exchanger.

The primary advantage of the hole-type heat exchanger over the
fin-type heat exchanger is the low air-side pressure drop with
similar heat transfer rates and heat exchanger sizes. For example,
if the hole-type design were adopted in the bottoming cycle
�which will be discussed later�, the air-side pressure drop would

be in the order of 1 kPa compared to 3 kPa for a fin-type design.
The low pressure drop of the hole-type heat exchanger comes
from the use of many short air passages that can easily be formed
by etching directly through the short dimension of the wafer �its
thickness�. The fin-type designs with channels in the long direc-
tion of the wafer waste a significant amount of available area for

Fig. 5 Exploded view of the HTHEX. Each wafer is individually etched and then
bonded together to form the heat exchanger. The air passages in Wafer I are
closed by bonding a cover plate „not shown… to Wafer I or by bonding the lowest
wafer in the combustor or gas turbine module to Wafer I. „Relative dimensions and
number of passages do not correspond to the modeled device.…

Fig. 6 An exploded diagram of a two-wafer hole-type heat ex-
changer structure. „Relative dimensions and number of pas-
sages do not correspond to the modeled device.…
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fluid distribution channels. The net effect is that the hole-type heat
exchanger performance is superior to that of the fin type.

On the other hand, there is an advantage of the fin-type heat
exchanger designs over the hole-type heat exchanger. In the fin-
type heat exchanger, there is only one fluid type that flows in each
wafer. If the heat exchanger design were made with the air and
steam flow passages interspersed on the same wafer, each flow
passage will have a wafer bond in it that could potentially leak
working fluid to the atmosphere �which results in an engine fail-
ure�. The fin-type designs above minimize the length of the wafer/
wafer bonds that must be leak tight and, consequently, reduce the
�already stringent� requirements for wafer bonding the heat ex-
changer.

Specific Assumptions and Methods of the Analysis
In analyzing the expected performance of the micro Rankine

cycle, it was assumed that the machine is operated in air with an
ambient temperature and pressure of 300 K and 105 Pa, respec-
tively. The machine absorbs heat from a hot air stream and dis-
charges heat to a cold air stream. Water is chosen as the working
fluid because it has suitable thermophysical properties �11�, is
commonly available, is safe and stable.

The assumed turbomachinery performance �turbine, pump, and
blower� in the Rankine cycles is 50%. This is consistent with the
current microturbomachinery that is being developed by the MIT
microengine group. The interfaces between turbine, blower, and
pump are all assumed to be adiabatic.

As discussed earlier, the pressure of the gas entering the
HTHEX is assumed to be 5 kPa higher than ambient pressure. The
temperature of the steam exiting the HTHEX in the Rankine ma-
chine is always assumed to be 20 K lower than the air inlet tem-
perature to the HTHEX.

The performance of the heat exchangers for a given geometry is
predicted using a few assumptions. The walls �fins� in the LTHEX
are assumed to be isothermal. Most of the area of the LTHEX is
devoted to the �isobaric and isothermal� condensation process
which has a high thermal conductance to the wall. This combined
with the high thermal conductivity of silicon �148 W/m K� and
the low thermal conductivity of the air �0.03 W/m K� �12� drives
us to conclude �and assume� that the thermal resistance between
the two fluid flows is dominated by the air-Si interface in the heat
exchanger. The fluid discharged by the LTHEX is assumed to be
saturated liquid. In the HTHEX, however, the walls are not as-
sumed to be isothermal, because substantial area in that heat ex-
changer is devoted to the �single phase and hence not isothermal�
superheating of the steam. The pressure losses in the heat ex-
changers are calculated using standard Darcy friction factor cal-
culations for fully developed flow. Similarly, standard heat trans-
fer correlations for fully developed flow are used to determine the
heat transfer coefficients in the heat exchanger �12�. The �-NTU
method is used for LTHEX calculations and the LMTD method is
used for HTHEX calculations. The minor losses in the heat ex-
changers and the pressure losses in connecting passages are ne-
glected.

One of the characteristics of these microscale heat exchangers
is that the airflow in all of the passages is laminar. In the calcula-
tions in this paper, the Reynolds numbers in the LTHEX and
HTHEX are all lower than 500. This is due to the small hydraulic
diameter of the passage, the cycle limitations �turbomachinery
efficiency and pressure ratio, etc.� and a necessarily low blower
power. �Low blower power is necessary to achieve a net positive
power output from the cycle.� The air-side heat transfer correla-
tions used in this work are for fully developed laminar flow in
circular and rectangular passages assuming a constant axial wall
temperature. For a circular passage, the correlation consists of a
constant Nusselt number of value 3.657. �Other correlations are
available in Table 4.5 in Ref. 13�.

Unless otherwise noted, the output power of the Rankine engine
quoted here is a shaft power. It is the power delivered by the

turbine to the electric generator �the generator is shown in Fig. 1�.
A more detailed exposition of the calculations is given in the
thesis by Cui �13�. As an aside, there are efforts being made to
develop microscale generators at MIT but no fully operational
systems have been demonstrated. Some of these generator designs
are anticipated to have electromechanical conversion efficiencies
between 40% and 50% �14�.

The goal of the calculations is to determine what the overall
performance limitations of a small �6 cm2 footprint� Rankine-
cycle-based machine are. The first set of calculations determines
the maximum power that can be generated from a device using a
hole-type LTHEX and a fin-type HTHEX with an unlimited
770 K hot air supply, an unlimited turbine pressure ratio and a
limited engine footprint. �The 770 K hot air supply temperature is
representative of the expected exhaust gas of a MIT micro gas
turbine engine.� This is followed by calculations for the maximum
power output for a device using a fin-type LTHEX and a fin-type
HTHEX. It will be found that these optimum cycles will require
very large pressure ratios across the power turbine.

Initial Rankine turbine designs will probably be restricted to a
single-stage design with a limited pressure ratio. �Current MIT
micro gas turbine turbine designs are limited to values of 2–4 �2�.�
More complicated multistaged �high pressure ratio� designs are
likely to be developed after a single-stage turbine proof-of-
principle machine is developed. Since we are interested in esti-
mating the performance of these initial single-stage designs, we
continue with an analysis to determine the maximum power out-
put of a Rankine cycle with pressure ratios of 4 across the turbine.
We also use higher hot air supply temperatures in these latter
calculations to see the effect of higher heat source temperatures
�950 and 1000 K�.

The air mass flow rates determined in the calculations described
in the previous paragraph are much higher than the air mass flow
rates associated with the current MIT micro gas turbine engine
designs. We are interested in using these Rankine engines as the
bottoming cycle for a micro gas turbine engine. To this end, the
performance of the Rankine device combined with a MIT micro
gas turbine engine design is calculated by restricting the mass
flow rate of the hot air supply to 0.1 g/s. Table 1 is a summary of
the general assumptions.

Maximum Power Output With a 6 cm2 Footprint,
770 K Inlet Air

To find an optimal design for the Rankine machine with an
unlimited hot air mass flow rate, the calculations start with a
three-wafer hole-type low temperature heat exchanger design
�LTHEX�. The geometry for the LTHEX is fixed with dimensions
consistent with current fabrication limits �critical dimensions of
the heat exchanger are summarized in Table 2�.

Reiterating, the calculations begin with the assumption of a hot
air inlet temperature of 770 K. The steam’s exit temperature from
the HTHEX is assumed to be 20 K cooler than this temperature or
750 K. For the moment, we will assume that a HTHEX can be
constructed to provide this thermal performance with less than a
5 kPa air pressure drop across it. The pressure of the steam in the
HTHEX is assumed to have a value of 4 MPa. Ambient air con-
ditions are 300 K and 1 atm.

There exists an optimal condenser operating temperature as a
result of the trade-off between the thermodynamic cycle efficiency
and the blower power consumption. The thermodynamic effi-
ciency improves as the temperature of the low temperature reser-
voir, essentially the condenser discharge temperature, is reduced.
So from purely thermodynamic considerations, the condenser dis-
charge temperature should be as low as possible. However, as the
condenser discharge temperature approaches the ambient tempera-
ture �300 K� with a low temperature heat exchanger of fixed di-
mensions, the mass flow rate of the cooling air through the heat
exchanger must be increased. This increases the blower’s parasitic
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load on the power turbine to pump air through the LTHEX, reduc-
ing the overall power output of the engine. The result is that there
is an optimum in the net work output for a condenser discharge
temperature between the hot air inlet temperature and the ambient
temperature.

The start of the calculations requires the choosing of the con-
denser discharge temperature, T7 in Fig. 1, and the mass flow rate
of the steam in the Rankine cycle. With these assumptions, the air
mass flow rates through the heat exchangers and the work output
of the cycle can be calculated.

For a given condenser discharge temperature, there is a steam
mass flow rate which maximizes the net work output of the cycle.
This optimum mass flow rate for a given T7 can be found by
plotting the results of the calculation described in the previous
paragraph for several different steam mass flow rates at fixed T7.
The results of three sets of these optimum mass flow calculations
for different condenser discharge temperatures are shown in the
plot of the maximum net work of the cycle versus the condenser
discharge temperature in Fig. 7. The maximum power output
reaches 41.4 W when T7 has a value of 420 K. The maximum in
the power output shows the trade-off between leveraging cycle
thermal efficiency �by lowering T7� and minimizing the blower
power consumption �as a result of increasing T7�.

The performance of the same steam cycle was calculated using
a fin-type heat exchanger design for the LTHEX whose dimen-
sions are summarized in Table 3. The fin �wall� heights for this
LTHEX are a rather large 2 mm, whereas the wafers in the hole-
type LTHEX above are only 1.5 mm thick. This suggests that the
hole-type LTHEX is likely to be easier to fabricate than the cor-
responding fin-type LTHEX.

The maximum power output and thermal efficiency of the
Rankine cycle with the fin-type LTHEX as a function of the con-
denser discharge temperature, T7, with this LTHEX is shown in
Fig. 8. The power curve shows a broad maximum at a temperature
of 420 K with a maximum power output of 22.4 W, approxi-
mately half of the power delivered by the Rankine cycle with a
hole-type LTHEX in Fig. 7. This is due to the better performance
of the hole-type heat exchanger. Once again, the air passages in
the hole-type heat exchanger are shorter and more numerous than
those in the fin-type heat exchanger, resulting in lower pressure
drops �and hence less blower power� for similar thermal perfor-
mance.

The optimum performance of the cycle has been established
given an assumed performance for the HTHEX. �More specifi-
cally, the HTHEX steam discharge temperature is assumed to be
20 K lower than incoming hot air temperature.� It remains to de-
termine a HTHEX geometry that will deliver that performance.
The calculations determine what the heat transfer and mass flow
rates are that will be handled by the HTHEX. The HTHEX hot air
mass flow rates that result from the calculations used to develop
Fig. 8 vary from a value of 0.6–1.6 g/s and the corresponding
water/steam circulation rates vary from 0.06 to 0.17 g/s. The
steam mass flow rate at T7=420 K equals 0.15 g/s and the hot air
mass flow is about 1.4 g/s. The corresponding heat transfer rates
in the LTHEX and HTHEX are 372 and 415 W. The dimensions
of a heat exchanger design that can handle these mass flow rates
and perform as assumed for the optimized cycle above �T7
=420 K� are listed in Table 4.

The HTHEX needs only two-thirds of the total surface area of
the LTHEX �two wafers versus three wafers�, as described in
Tables 4 and 3. In general, we have observed that the size of the
entire Rankine machine is dominated by LTHEX requirements.

Maximum Power Output With Turbine Pressure Ratio
Restricted to 4

The total pressure ratio across the power turbines in a Rankine
machine is usually quite high. The cycles considered above are no
exception; the pressure ratios vary from values of 5.5–64.3. Cur-
rently, microturbines have been designed and built for pressure
ratios of 2 to 3 �2�. It is likely that the first Rankine machines built
will have a single-stage power turbine that will impose a pressure
ratio that is lower than the optimum one. Consequently, it is of
interest to see how much the performance of the engine is reduced
if the pressure ratio across the power turbine is restricted to a low
value.

The deleterious effect of reduced turbine pressure ratio can be
mitigated by increasing the turbine inlet temperature from the
value of 750 K assumed above to 930 and 980 K. These tempera-
tures should be near the maximum temperature that can be toler-
ated by a silicon turbine rotor. �Silicon goes through a softening
transition between 900 and 1000 K �15�.� In this case, the hot air

Table 1 Summary of the basic assumptions of the micro Rankine machine „unless otherwise
stated in the text…

Hot air supply

Temperature 770–1000 K
Pressure �1.05�105 Pa
Mass flow rate 0.1 g/s or unlimited

Ambient air
Temperature 300 K
Pressure 105 Pa

Turbomachinery
Efficiency 50%
Turbine pressure ratio 4:1 or unrestricted

HTHEX
Inlet hot air temperature 770–1000 K
Hot air pressure drop �5 kPa
Working fluid outlet temperature 20 K less than inlet hot air temperature

Table 2 Hole-type LTHEX dimensions „air side… for maximum power calculation

Hole diameter 0.2 mm Wafer thickness 1.5 mm
Number of rows of holes 57 per stack Number of wafers 3

Holes per row 75 per stack Footprint 6 cm2

Distance between holes 0.1 mm
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is likely to be supplied by a microcombustor. A rotor made with
silicon carbide should be able to tolerate still higher temperatures
�16�.

The cycle calculations for the two cases proceed in the same
manner as before. The air entering the HTHEX is assumed to be
1000 K �or 950 K�. In the HTHEX steam outlet temperature �tur-
bine inlet temperature� is assumed to be 20 K cooler than the inlet
air temperature. The LTHEX is assumed to be of the fin type with
the dimensions given in Table 3. The pressure ratio of the turbine
is fixed at a value of 4. The performance of the cycle is then
evaluated as a function of the condenser discharge temperature
�the discharged liquid is assumed to be saturated.� Unlike the ear-
lier calculations, the pressure in the HTHEX is not fixed. It is
determined by the product of the pressure ratio of the turbine and
the saturated pressure of water at the condenser discharge tem-
perature. The results are shown in Fig. 9.

The net power output for this design is between 30.5 and
45.6 W. The highest power outputs of 45.6 and 40.6 W corre-
spond to HTHEX inlet hot air temperatures of 1000 and 950 K,
respectively. The optimized condenser discharge temperature is
480 K. The net work output increases monotonically with increas-
ing condenser outlet temperature, T7. This result initially con-
cerned us since we expected that increasing T7 would result in a
lowering of the power output from the cycle. The cause of this is
that for an assumed T7, a corresponding LTHEX discharge �satu-
ration� pressure is determined, and since the turbine pressure ratio
is fixed, the pressure drop across the turbine increases with the
increased of T7. At the same time, with a higher T7, more heat can
be transferred in the LTHEX �under the same external conditions�
and the mass flow rate of the steam can be increased. The in-
creased steam mass flow rate combined with the increased pres-
sure drop across the turbine results in a higher net work output.

Ideally, the net work output of the cycle can be increased above
the values shown in Fig. 9 by further increasing T7. There is,
however, a practical upper limit to the pressures that can be sus-
tained in the silicon structure. The turbine inlet pressure when T7
is chosen to be 480 K is about 7 MPa, which we have �somewhat
arbitrarily� chosen as a limiting pressure for the cycle.

Some of the assumptions made above are rather ambitious from
a fabrication point of view. The uniform width heat exchange
channels in the LTHEX have a depth of 2 mm that is beyond the
currently achievable etch depths. The first turbines may only have

a pressure ratio of 2 instead of the value 4 assumed above. If a
similar LTHEX were fabricated with more conservative
1-mm-deep channels and inserted into a Rankine engine with a
pressure ratio equal to 2, the optimum power output is about 16 W
with a hot air inlet temperature of 1000 K.

Finally, we note that the performance of a Rankine engine
could be higher than the performance shown by Fig. 9 if a hole-
type LTHEX were used instead of the fin-type LTHEX.

Rankine Engine as a Bottoming Cycle to a Micro
Gas Turbine

It is possible to drive a micro Rankine device with the exhaust
from a micro gas turbine engine. This improves the overall cycle
efficiency over that of either device. The current MIT micro gas
turbine engine design has a typical mass flow rate of 0.1 g/s,
which is significantly less than the hot air mass flow rates calcu-
lated for the optimized cycle. �The air mass flow rates for the
results in Fig. 7 are approximately 2.6 g/s for a hole-type LTHEX
and the air mass flow rates for the results in Fig. 8 are approxi-
mately 1.2 g/s for a fin-type LTHEX.� This low mass flow rate
then becomes an added restriction for the bottoming Rankine en-
gine design. The gas turbine exhaust temperature is assumed to be
770 K �hot air supply to the Rankine machine�. We also assume,
as before, that the pressure of the gas turbine engine exhaust is
5 kPa greater than the ambient pressure. The fin-type LTHEX and
fin-type HTHEX dimensions are assumed to be the same as those
in Tables 3 and Table 4 with the exception that the channel depths
are 1 mm. The pressure ratio across the power turbine is unre-
stricted.

Figure 10 shows the predicted maximum net work output and
thermal efficiency of a bottoming Rankine machine as a function
of condenser discharge temperature. The maximum in the power
output results from the trade-off between high cycle thermal effi-
ciency �by lowering T7� and reducing the blower power consump-
tion �as a result of increasing T7�. Comparing the results in Fig. 10
to those shown in Fig. 8, the first observation is that the net power
output of this machine is 4.0 versus 22.4 W in the optimized
machine. This is a result of the reduced energy available in the hot
air stream as well as the reduced size of the LTHEX. The effi-
ciency of the cycle at the maximum work output is substantially

Fig. 7 The net work output and cycle thermal efficiency of a
Rankine cycle with the hole-type LTHEX design specified in
Table 2. Turbine inlet temperature equals 750 K. LTHEX foot-
print is about 6 cm2. Turbine pressure ratios are unrestricted.

Table 3 Fin-type LTHEX dimensions „air side… for maximum power calculation

Channel depth 2 mm Total number of air channels 480
Channel length 5 mm Number of cooling-air wafers 2
Channel width 100 �m Sets of channels per stack 2
Fin thickness
�channel wall

thickness�

100 �m Footprint �5.3 cm2

Fig. 8 Net work output and thermal efficiency as a function of
LTHEX saturation temperature „T7… for the fin-type heat ex-
changer specified in Table 3. Turbine inlet temperature equals
750 K. The turbine pressure ratios are unrestricted.
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better than that for the large mass flow case discussed earlier �15%
versus 10%� primarily because the optimum condenser operating
temperature is lower than the previous case �360 versus 420 K�.
With a restricted turbine pressure ratio of 2, the same calculation
process produces a net work output of 1.6 W from the cycle.

The disparity of the Rankine engine power output here in com-
parison to the previous unrestricted mass flow case makes it clear
that running a 2.3 cm by 2.3 cm Rankine engine on the exhaust
stream of a single gas turbine engine �of the current MIT design�
underutilizes the Rankine engine. The Rankine engine is better
utilized using the waste heat from a larger gas turbine or from an
array of small gas turbines.

Other Fluid Choices for the Micro Rankine Machine
We have assumed that microturbines could be built to handle

the small steam mass flow rates required for the bottoming cycle
applications discussed earlier. The mass flow rates in the steam are
typically ten times smaller than the mass flow rates associated
with the hot air flow. This small mass flow rate combined with the
relatively high density of high pressure steam results in small
volumetric flows through the power turbine. These volumetric
flows are outside the range of designs that have been examined as
part of the MIT microengine project. For example, in one of the
bottoming Rankine machine designs �T7=440 K� in Fig. 7, the
mass flow rate of the steam is about 0.17 g/s. However, the scaled
steam mass flow rate for a MIT 6 mm turbine design with similar
pressures, temperatures, and pressure ratio is about 6 g/s.

There are several approaches to accommodate the small volu-
metric flow of the working fluid. The first is to reduce the size of
the turbine, which will be limited by current manufacturing capa-
bilities. Another is to increase the size of the heat exchanger �al-
lowing larger air mass flow rates and hence increase the working
fluid mass flow rate� which will increase the footprint of the de-
vice. Still another is increasing the volumetric flow rate through
the turbine by choosing a new working fluid.

There are several criteria for choosing a new working fluid to
increase the volumetric flow rate. The first requirement would be
a fluid with a lower latent heat than water. The large latent heat of
water results in a small mass flow for a given heat transfer rate
into the HTHEX. The critical pressure of the fluid should not be
too high ��4 MPa� to avoid excessively high pressures in the
device. The triple point temperature of the fluid must be below
283 K �10°C� to avoid the crystallization of the working fluid
within the engine. Preferably, the vapor density of the fluid should
be lower than that of water at the turbine inlet which increases the
volumetric flow rate for the same mass flow rate. The material
must be chemically stable and not react with silicon. And finally,
the thermophysical properties must be available.

Benzene �C6H6� is a good alternative to water �13�. �The ther-
mophysical properties of benzene are available in Ref. �17�.� We
have not concerned ourselves with other issues such as toxicity
�benzene is a carcinogen� or flammability of the working fluid.
The benzene mass flow rates will typically be about 5–6 times
larger than the steam mass flow rate for the same heat transfer in
the HTHEX. �The latent heat of water is about seven times that of
benzene at T=420 K�. The calculations show that benzene is suit-
able for the current micro gas turbine turbine designs.

Models for a Rankine cycle using the heat exchangers with
dimensions summarized in Tables 5 and 6 were constructed. The
number of fin-type LTHEX air channels was varied in order to
examine the sensitivity of the net work output versus the size of
the low temperature heat exchanger. Several sets of operating con-
ditions were analyzed using the methods described earlier. The hot
air mass flow rates were adjusted to match the assumed benzene

Table 4 High temperature heat exchanger design for results shown in Fig. 8

Channel depth 2 mm Total number of air channels 220
Channel length 5 mm Number of wafers for hot air 1
Channel width 100 �m Sets of channels per stack 2
Fin thickness 100 �m Footprint �5 cm2

Fig. 9 The net work output and thermal efficiency of a single
cycle as a function of LTHEX discharge temperature. The tur-
bine pressure ratio is set to a value of 4. The assumed LTHEX
dimensions are listed in Table 3. Two cases are shown, one
corresponds to an entering hot air temperature of 950 K, the
other corresponds to 1000 K.

Fig. 10 The net work output and thermal efficiency versus
condenser discharge temperature in the LTHEX. The hot air
mass flow rate is 0.1 g/s and steam mass flow rate is
0.011 g/s. The turbine inlet temperature is 750 K and turbine
pressure ratios are unrestricted. LTHEX and HTHEX dimen-
sions are same in Tables 3 and 4 but with channel depths equal
to 1 mm.

Table 5 Dimensions of the fin-type LTHEX in the benzene Rankine cycle

Channel depth 1.5 mm Total number of channels 800–1200
Channel width 0.1 mm Number of stacks �air� 2
Channel length 4 mm Total width 3.8 cm
Wall thickness 0.1 mm Total length 4–6 cm
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mass flow rates through the HTHEX. The results of these calcu-
lations are shown in Table 7 for different turbine pressure ratios
���, turbine inlet temperatures �Tsuperheat�, and LTHEX geometries
�n is the number of air channels in the LTHEX�. The pressure
inside the HTHEX is assumed to be 3 MPa in all cases. Within a
footprint of 24 cm2 �6 cm�4 cm�, a benzene-based Rankine en-
gine with a turbine pressure ratio equal to 2 could generate
22.5 W work, when the turbine inlet pressure and temperature are
3 MPa and 650 K.

Summary and Conclusions
Microscale Rankine-based power machines with footprints no

more than 6 cm2 were designed and their performance analyzed.
These engines are assumed to absorb heat from a hot air stream
and reject heat to ambient air. Rankine machines can act as a
bottoming cycle to a micro gas turbine engine or as a stand-alone
prime mover when supplied with hot air from a microcombustor.

The performance of these Rankine machines depends critically
on the specific performance of the components that comprise the
engine. To this end, several calculations were performed to simu-
late physical as well as current constraints on microengine com-
ponents. Two types of heat exchanger designs, the hole-type heat
exchanger and the fin-type heat exchanger, were introduced. The
hole-type heat exchanger performance proved to be superior to
that of the fin-type in that its air-side pressure drop was one-third
that of the fin-type for the same heat transfer rate. The limits on
the turbomachinery considered in this work were based on the
current MIT gas turbine microengine group designs. We assumed
a 50% adiabatic efficiency for all turbomachinery.

The first calculations assumed an unrestricted hot air supply at
770 K. The 6 cm2 steam-based Rankine engine was optimized for
a maximum useful power output using designs with hole-type and
fin-type heat exchangers. The optimized power outputs were pre-
dicted to be 41.4 and 22.4 W for the hole and fin-type heat ex-
changer designs, respectively.

The 770 K inlet temperature used in the above calculations is a
rather conservative value. Material limits in the silicon may allow
operation with inlet air temperatures as high as 950 and perhaps
1000 K. In addition, the first micro-Rankine machines are likely
to be built with single-stage turbines that will limit the working
fluid pressure ratio to values near 4. In an effort to realistically
predict the “short-term” potential for a micro-Rankine machine,
designs �using the better hole-type heat exchanger design� were
optimized under the restrictions of 950 and 1000 K inlet air tem-

perature and turbine pressure ratios of 4. The maximum power
outputs of these devices were 40.6 and 45.6 W for the 950 and
1000 K cases, respectively.

The hot air mass flow rates necessary to drive both the unre-
stricted and restricted cases above are much larger than the ex-
pected air mass flow rates of the discharge of a MIT micro gas
turbine. In anticipation that a Rankine cycle could be used as a
bottoming cycle to a gas turbine engine, a Rankine engine model
was optimized around the discharge characteristics of a MIT
micro gas turbine engine. �A hot air mass flow rate of 0.1 g/s and
an inlet air temperature of 770 K to the HTHEX.� In this optimi-
zation, the Rankine cycle turbine pressure ratio was unrestricted
and the heat exchangers were of the fin type. The optimized power
was only 1.6 W due to the rather low hot air mass flow rate
provided by the MIT gas-turbine design.

Finally, it was found that the volumetric flows of the steam
through the Rankine-cycle turbine were very small. If the perfor-
mance of current micro gas turbine turbines �with a diameter of
6 mm� is scaled to the high pressure steam conditions found in the
Rankine cycle, the volumetric flow rate is 35 times higher than
that required in the first set of calculations discussed above
�770 K, unrestricted hot air mass flow�. Turbine designs that are
substantially smaller than the current ones are likely to have un-
acceptably high viscous and clearance losses. Increasing the tem-
perature and/or lowering the pressure of the steam entering the
turbine will increase the volumetric flow rate, albeit the tempera-
ture will be limited by the material and lowering pressure will
decrease the power output. Our calculations show that current
micro gas turbines are not compatible with a 6 cm2-footprint
silicon-steam-based Rankine machine. We thus considered using
another working fluid with properties that increase the overall
volumetric flow rate within the cycle. We found that benzene pro-
vided a larger volumetric flow rate for the same heat transfer rate.
A benzene-based Rankine cycle was then analyzed under the as-
sumption that the volumetric flow rate through the turbine was the
volumetric flow rate that was scaled from current MIT gas-turbine
turbine designs. Even with benzene’s increased volumetric flow,
the size of the heat exchangers had to be increased to provide
enough volumetric flow to the 6-mm-diameter turbine. Several
designs were considered, the best performing design delivered
22.5 W of useful shaft power.

The analysis of this article did not consider the efficiencies
associated with the mechanical to electrical conversion in the gen-
erator. There are efforts being made to develop generators at MIT.

Table 6 Dimensions of the fin-type HTHEX in the benzene Rankine cycle

Channel depth 1.5 mm Wall thickness 0.1 mm
Channel width 0.1 mm Number of channels Varies
Channel length 3 mm Number of stacks �air� 2

Table 7 Maximum net work output for the benzene-based micro Rankine cycle

LTHEX
footprint

Cycle net work output

�turbine=2 �turbine=3 or 3.5

4 cm�4 cm, n=800 11.3 W ¯

Tsuperheat=600 K 5 cm�4 cm, n=1000 14.7 W 6.9 W ��turbine=3�
6 cm�4 cm, n=1200 16.7 W 20.7 W ��turbine=3�

12.8 W ��turbine=3.5�
4 cm�4 cm, n=800 15.4 W ¯

Tsuperheat=650 K 5 cm�4 cm, n=1000 19.9 W ¯

6 cm�4 cm, n=1200 22.5 W 12.0 W ��turbine=3.5�

Note: n is the number of air channel in the LTHEX.
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However, no working systems have been fully demonstrated.
Some of these generator designs are anticipated to have electro-
mechanical conversion efficiencies between 40% and 50% �15�.

In summary, steam-based Rankine machines with a 6 cm2 foot-
print will require power turbines that are substantially smaller
than those used in current micro gas turbine designs. Assuming
such a turbine can be built and that it has an adiabatic efficiency
of 50%, a silicon-based micro Rankine engine, with an internal
pressure ratio of 4 and a 6 cm2 footprint, should be able to deliver
up to 45 W of shaft power. Alternatively, if a larger footprint is
allowed, a small benzene-powered machine can be built using the
existing MIT microgas turbine designs. For example, a 4-cm by
6-cm footprint benzene-powered machine could deliver up to
22.5 W of shaft power.
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A hardware-in-the-loop simulation of a three-shaft gas turbine
engine for ship propulsion was established. This system is com-
posed of computers, actual hardware, measuring instruments, in-
terfaces between actual hardware and computers, and a network
for communication, as well as the relevant software, including
mathematical models of the gas turbine engine. ‘‘Hardware-in-
the-loop’’ and ‘‘volume inertia effects’’ are the two innovative fea-
tures of this simulation system. In comparison to traditional meth-
ods for gas turbine simulation, the new simulation platform can
be implemented in real time and also can test the physical hard-
ware’s performance through their integration with the mathemati-
cal simulation model. A fuel control strategy for a three-shaft gas
turbine engine, which can meet the requirement to the accelera-
tion time and not exceeding surge line, was developed using this
platform.
�DOI: 10.1115/1.1805012�

Introduction

‘‘Hardware-in-the-loop simulation’’ is an effective tool to study
the dynamic process of a gas turbine engine. However, many dif-
ficulties exist in establishing the simulation system �1�. First, ef-
fective communication between the actual hardware and the math-
ematical model need to be resolved. Second, the mathematical
model calculation in the computer must occur in real time. In
order to overcome these difficulties, we not only need to construct
a hardware-in-the-loop simulation platform to effectively and
quickly transfer data; but we also need to develop the mathemati-
cal model and corresponding algorithm of the simulation object—
the gas turbine engine, and then to synchronize the calculation
process with the real processes of the physical parts. A three-shaft
gas turbine engine for ship propulsion is taken as an object to
establish the hardware-in-the-loop simulation platform, with
which the fuel control strategy is investigated.

Simulation Model of Gas Turbine Engine
Establishing the dynamic characteristics of a gas turbine engine

is an important task during its development. The thermal inertia,
volume inertia, and rotor inertia are three important factors that
affect the engine performance. For some engines �especially the
aeroderived engine�, the thermal and volume inertia are usually
omitted in conventional models �2,3�. Only the rotor inertia is
considered, making the equation very simple. In order to capture
the coupling of the pressure and flow rate between components,
the calculation must be iterative. Because the time for the iteration
is not known a priori, the real-time simulation, which demands
strict time constraints, must not contain the iterative calculation.
Here we modeled the volume inertia �4,5�, by adding one volume
module between the components. Thus the inlet and outlet pres-
sure of the components, such as the compressor and the turbine,
can be determined; the flow rate change in the volume module
yields the pressure change. The model reflects the real physical
process, and the iteration calculation can be eliminated, which is
vital to the hardware-in-the-loop simulation.

A three-shaft gas turbine is taken as the object, its modular
simulation model is shown in Fig. 1, where LCP and HCP repre-
sent low-pressure and high-pressure compressor, respectively;
HTB, LTB, and DTB represent high-pressure, low-pressure, and
power turbine, respectively; HRD, LRD, and DRD represent high-
pressure rotor, low-pressure rotor, and power rotor and gear box;
CC is the combustion chamber; LD is the load to the propeller,
and V are volume modules. Because of introducing the volume
module, we can implement real-time simulation without iterative
calculation. SR indicates the speed-regulator module; its input pa-
rameter is the rotor speed of the high-pressure rotor �HRD� and its
output variable is the fuel flow rate. Here, we will use an actual
speed regulator to study the control strategy of fuel flow rate when
the gas turbine engine accelerates the ship.

Configuration of Simulation Platform
The system configuration of the hardware-in-the-loop simula-

tion platform is shown in Fig. 2.
Section I of Fig. 2 implements the mathematical model of the

gas turbine. The HP rotor speed, which is calculated from the
model, is transferred to the control PC through a network switch.
In Section II of Fig. 2, the control PC interfaces the actual hard-
ware �speed regulator� and performs data acquisition. The fre-
quency converter drives the motor and speed regulator according
to the HP rotor-speed value received from Section I. When the
regulator rotates, the rack bar will move with the change of HP
rotor speed. The displacement of the rack bar is read into the
Control PC via the position displacement sensor and converted to
the appropriate fuel flow rate. The fuel flow rate is transmitted to
Section I of the figure as a model input and forming a closed-loop
simulation. Section III of Fig. 2 is for the dynamic display of
system information; it receives and displays, via a network con-
nection, the running status and results of Sections I and II.
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Simulation Results and Analysis
The speed regulator is considered as the controller for the gas

turbine engine. The function of speed regulator handle is analo-
gous to an engine throttle command. When the speed of the speed
regulator is disturbed, the displacement of the rack bar will be
changed. Because the position of the rack bar corresponds to the
fuel flow rate into the combustor, a change in rack bar position
will affect the fuel going into the combustion chamber. The fuel
flow control must be designed to achieve the desired performance
without exceeding operating limits, such as compressor surge
lines or maximum rotor speed limits.

Compressor surge, particularly at high speed and pressure ratio,
must be avoided under all circumstances. Surge is a condition of
repeated flow breakdown so catastrophic that it propagates back
through the compressor exit. In addition to causing very high
cyclic stresses in the long low-pressure compressor blading, surge
will almost certainly extinguish combustion.

In this paper, we will study a fuel flow control strategy to avoid
compressor surge. After the engine has been running for 12 s, the
handle is pushed from a lower-power to a higher-power setting. If
the fuel flow is suddenly increased to the maximum, a compressor
surge will occur. Figure 3 shows fuel flow versus time as deter-
mined by the displacement of the rack bar. When we adopt this
fuel flow, the system will experience a compressor surge, as can
be seen from the performance map of low-pressure compressor
�Fig. 4, PR�LCP is the pressure ratio�. The dashed line indicates

Fig. 1 Modular simulation model of three-shaft gas turbine

Fig. 2 System configuration of hardware-in-the-loop simulation platform

Fig. 3 Fuel flow rate based on the real displacement of rack
bar

Fig. 4 Performance map of low-pressure compressor

Fig. 5 Fuel flow rate based on the fuel control strategy
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the compressor operating line based on the fuel flow shown in Fig.
3. This line exceeds the surge line, which is not allowed. Thus, a
control strategy must be developed that keeps the operating line
below the surge line.

When the speed regulator handle is pushed, the rack bar will
move suddenly. The sudden increase of fuel will change the sys-
tem performance. Because of the inertia of the low-pressure com-
pressor, the system tends to run immediately toward the surge
line. In order to prevent the compressor working line from cross-
ing the compressor surge line, the fuel flowing into the combus-
tion chamber should be limited at the beginning of the accelera-
tion. After many experimental tests on the gas turbine engine
using this hardware-in-the-loop simulation platform, we obtained
a successful fuel control strategy for the engine, which is shown in
Fig. 5. The corresponding working line on the performance map is
indicated in Fig. 6.

Because the fuel is limited at the beginning of the acceleration,
the fuel input can be efficiently consumed and compressor surge is
avoided. From the result of three rotor speeds associated with this
control strategy, we can know that the acceleration process is ac-
complished in less than 10 s. This also meets the maneuverability
requirement for marine shaft-power ships. Additionally, these ro-
tor transients are similar to the optimum acceleration process, ac-
cording to Refs. �4�, �6�, �7�.

Besides controlling the fuel input, a control system requires, on
many engines, other means of affecting the engine characteristics,
such as turbine inlet temperature, smoke formation, etc. These
additional requirements can also be studied using this hardware in
the loop simulation technology.

Concluding Remarks
This paper reports a fuel control simulation implementation of

hardware-in-the-loop system for gas turbine. The main conclu-
sions of this work are

i. Based on the volume inertia and modular modeling ideas,
the modular simulation models of a three-shaft gas turbine
engine have been established. This method is more conve-
nient than conventional modeling concepts because it elimi-
nates the iterative calculation in the coupling of pressure
and flow rate.

ii. The hardware-in-the-loop simulation platform is established
using a modular framework with independent functions; it
is flexible to add or delete a module. This platform imple-
ments the hardware-in-the-loop simulation, it is a useful
tool for the simulation study of gas turbine engine dynam-
ics.

iii. A fuel control strategy is determined for a three-shaft gas
turbine engine system that experiences sudden acceleration.
This demonstrates that we can study the transient character-
istics of a gas turbine engine using this platform.
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